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Abstract

Estimation of individual effects in quantile regression can be diffi-
cult in large panel datasets, but a solution is apparently offered by a
computationally simple estimator by Ivan Canay (2011, The Econo-
metrics Journal) for quantile-independent individual effects. The Canay
estimator is widely used by practitioners and is often cited in the
theoretical literature. However, our paper discusses two fallacies in
Canay’s approach. We formally prove that Canay’s assumptions can
entail severe bias or even non-existence of the limiting distribution for
the estimator of the vector of coefficients, leading to incorrect infer-
ence. A second problem is incorrect asymptotic standard error of the
estimator of the constant term. In an attempt to improve Canay’s
estimator, we propose a simple correction which may reduce the bias.
Regarding the constant term, we focus on the fact that finding a v/nT'
consistent first step estimator may be problematic. Finally, we give
recommendations to practitioners in terms of different values of n/T,
and conduct a meta-review of applied papers, which use Canay’s es-
timator.
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1 Introduction

Use of panel data quantile regression models dates back to Koenker (2004),
who considers the equation

Qui (T | 2ij) =y + x, B(r), t=1,....T;, i=1,...,n,

where @, (7 | x;;) denotes the value of a given quantile for conditional
distribution of the continuous dependent variable y for observation ¢ at period
t. The equation specifies the individual effects a; as n additional unknown
parameters, but their estimation is difficult since n can be very large in panel
datasets.

A solution is apparently offered by a computationally simple estimator
by Ivan Canay (2011, The Econometrics Journal) for quantile-independent
individual effects. Canay (2011) proposes a two-step procedure, which first
gives a consistent estimation of individual effects using the within estimator
and then applies the pooled version of the panel data quantile regression
to the dependent variable cleared of the estimated individual effects. The
Canay estimator is widely used by practitioners and is often cited in the
theoretical literature. According to the Wiley online library, there are 120
citations in Web of Science journals (as of December 31, 2018), while Google
Scholar gives 389 citations. The empirical applications include papers in The
Journal of the European Economic Association, The Economic Journal and
Empirical Economics, while theoretical references appear in Econometrica
and The Journal of Econometrics.

However, as we show in this note, Canay’s approach causes two types
of incorrect inference. Firstly, the statistical tests based on the asymptotic
distribution of the estimator of the coefficients may be wrong. Indeed, the
main result in Canay (2011) claims the existence of a limiting distribution for
the estimators of the model coefficients under the requirement of n/7° — 0
for some s > 1, which admits panels for which n grows faster than 7' (so-
called wide panels). Yet, we demonstrate that the limiting distribution does
not exist for wide panels. Secondly, the inference based on the asymptotic
distribution of the estimator of the constant term is incorrect for another
reason, owing to violation of the required assumption of additive expansion
of the first step estimator into a sum of independent terms. We prove that
the terms are mutually dependent for different time periods and, as a re-
sult, the derivation of the asymptotics of the second step estimator of the
constant term fails. Our simulations demonstrate these two issues and their
consequences for the inference.

In an attempt to improve the estimator, we propose a simple correction
which may sometimes reduce the bias, although it does not alter the asymp-



totic behavior. As for the standard errors of the intercept estimator, we
consider a simple example of a panel data model with individual effects for
which we formally prove the impossibility of constructing a v/nT consistent
estimator of the error term. This shows the imperfection in Canay’s approach
which relies on such an estimator to prove the asymptotic properties of the
two-step estimator.

The remainder of this note is structured as follows. Section 2 provides a
theorectical critique of the estimator, and Section 3 gives the results of simu-
lations. The approaches to improve the estimator are discussed in Section 4.
Section 5 suggests recommendations to practitioners and outlines key data
issues in literature that applies the estimator. An Appendix gives a meta-

review of 81 papers using the estimator, which have appeared in journals
indexed by the Web of Science.

2 Theoretical critique

The approach proposed in Canay’s article uses a two-step estimator for the
following model

Y;t:X;t9<UZt)+Oéu ’L.:l,...,n,t:]_,...7T,

where Uy is uniformly distributed on (0, 1) and does not depend on (X, ;).
Here X;; includes the constant term, and the identification condition E|a;] =
0 is assumed.

At the first stage, a v/nT consistent estimator 8, of 8, = E[8(Uy)] is used
to compute

A
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The second stage defines Y, = Yy, — &; and the estimator é(T) as

(1) = argmm — Z Z pr(Yie — X[,0)vy (2.1)

zltl

where p,(u) = ul(7 — I(u < 0)) and v;; are positive weights, commonly set
to one in estimations.

The asymptotic properties of the two-step estimator are derived using
the key assumption described below, the most important part of which is an
additive expansion of éu with the independence of its terms ).



Assumption 4.2, Canay (2011) The first-step estimator éu admits the
expansion

T n
N 1
nl 0, -0, =— Vi + 0p(1), (2.2)
where 1y s an i.i.d. sequence of random variables with E[py] = 0 and finite

Quy = Euthyy].

Assumption 4.2 is then used for the derivation of the asymptotic normality
of the second step estimator.! Note that the assumption is roughly equiva-
lent to a v/nT consistency of the first step estimator, where v/nT (éu —0,)
converges to a finite distribution.

Theorem 4.1, Canay (2011) Letn/T* — 0 for some s € (1,+00). Under
Assumptions 3.2, 4.1 and 4.2

sup |6(7) — 8(7)|| = 0,

TeT
and
VAT(00) = 00)) = =0 2= 37 4 {eulr) X+ 2 )} + 0y(1)
i=1 t=1 23)
= G(-) in>=(T), (2.4)

where Eit(T) =Y - Xl(t@(T); Yi = Yy —a, & = ,U,Xwit — Ui, Ui =
Y;;‘/k_Xz{tQW Hx = E[Xlt]7 Jl(T) = Jl(e(T)vTv 0)7 J2<T> = J2(Q(T)7Tv 0)7 G() §
a mean zero Gaussian process with the covariance function E|G(T)G(7")] =
JU(T) Y (r, )T (7)Y, U (T, 7') is defined in the equation below, and (°°(T)
is the set of uniformly bounded functions on T. The matriz V(T,7') is given
by

==

U(r,7') = S(7,7) + Jo7)eg (7') + Qe (1) Jo(7') + Jo(7)Qec Jo(T')',

where S(1,7') = (min{r, 7'} — 77" )E[XX'], Que(7) = Elg-(W,0(7))£], and
Q¢ = E[£7].

!Along with Assumption 4.2, which is discussed in this note, Theorem 4.1 in Canay
(2011) uses Assumption 3.2 and Assumption 4.1. The former defines fixed effects as time-
independent (“location shifters”) and the latter gives the expressions for the terms J; and
Jo in the covariance matrix of the first-step estimator.



Next, the within estimator is taken to satisfy Assumption 4.2 (see the
lemma below) and therefore supposed to be an appropriate first step esti-
mator. It is then used to construct the asymptotic covariance matrix of the
two-step estimator.

Lemma A.4, Canay (2011) Assume Qxx = E[(X} — p%) (X5 — p%)'] is
non-singular with finite norm, n/T* — 0 for some a € (0,00) and let As-
sumptions 3.2 and 4.1 hold. The within estimator of 0, satisfies Assump-
tion 4.2 with the influence function

Vir = ( ?t) — (Y;t — Ky SN%Q}IX(Xi - /&%()uit)
it Dy (X5 — pix)ua 7
where X[, = (1, X3)), p% = E[X5], uy = E[Yy], wy is id.d. with Eluy |

Xl =0 and E[u3 | Xi] = X QuuXi, and Quy non-singular with finite
norm.

There are two errors in Canay’s conclusions. Firstly, Theorem 4.1, Canay
(2011) claims that the asymptotic distribution of the limiting process G(-)
has the zero mean under the condition n/T* — 0 for s € (1,+0c). This
condition holds for wide panels, for which n grows faster than T'. However, as
we show in Proposition 2.1 below, the bias in 6(7) goes to zero with rate 1/7,
so the asymptotic property requires the condition n/T — 0 (if n/T — oo,
the limiting distribution does not even exist). As a result, the asymptotic
inference becomes incorrect for wide panels. Secondly, there is a fallacy in
Lemma A.4, Canay (2011), which states that the within estimator satisfies
Assumption 4.2, Canay (2011), and can be used as a first-step estimator
in Theorem 4.1, Canay (2011). Namely, the assumption of independence
of the first components 1}, is unjustified. So the within estimator does not
satisfy Assumption 4.2, Canay (2011) and the asymptotic standard errors
are incorrect for the constant term.

Proposition 2.1 Given the conditions of Theorem 4.1, Canay (2011) T -
bias é(T) generally does not converge to zero. So whenn/T 4 0, the limiting
process G(-) either has a non-zero mean lim, r_,o V0T bias (1) or or the
limiting process does not exist.

Proof Consider the model
Y;t:Xz{t0<Uit)+aia ’L.:].,...,n,t:]_,...,T.

Under the definition of u; = X/,(6(U;:) — 60,,) from the proof of Lemma A 4,
Canay (2011), the model can be expressed as

Y;'t = X{tGM—l—ai—l—uit = 92—|—Xft' Z—i—ai—l—uit, 1= 1, o, n, t= 1, ce ,T, (25)
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where w;; are i.i.d. across ¢ and ¢t (and uncorrelated with Xj;), but «a; are
constant for different ¢ under fixed 7. Denote ¢;; = 92 + a; + uy. The within

estimator of 0 is vnT' consistent, so

Eiv = Yie — X305 = e + 0,(1/VnT) (2.6)
and
- 1 « 1
O+ i = ;éit == ;eﬁ + 0,(1/V/nT).
Therefore,

T
~ A 1
th:}/zt_OAéZ:}/;t‘FHg—T251t+0p<1/vnT>
t=1

T
- 1
= XZ’tQ(U,t) + oy + 092 — ? E Eit T Op(l/\/’n,T)
t=1

T

A 1
= X},0(Us) + a; + 60 — = D (00 + i+ ua) + 0p(1/VnT)
t=1
. 1 <
= X},0(Uy) + 0, — 0, — T (X3 (0(Uir) — 0,)) + 0,(1/VnT)
t=1

= X;/((1 = 1/T)60°(Uy) + (1/T)85) + (1 = 1/T)8°(Ue) + (1/T)6° + (65 — 69))

T
1
2 SO OW) — 0,)) + 0,1 VAT, 2.7)
7
The third term in the last expression of (2.7) is independent of the first and

the second terms, and generally cannot offset the bias in the first term, which
tends to —(1/T)(6°(r) — 0;) when n — oco. The same argument applies to

0°(7). This proves that T - bias(A(7)) generally does not converge to zero.
Consequently, v/nT - bias(6(7)) also does not converge to zero if n/T # 0.
Since weak convergence in Theorem 4.1, Canay (2011) implies convergence
of expected values, we can conclude that if n/T - 0, then generally the
limiting process is either biased from zero or does not exist. This completed
the proof.

Next, we summarize the second issue in the proposition below.

Proposition 2.2 Given the conditions of Lemma A.4, Canay (2011) the
first components % of the influence vectors 1y are not generally independent

across time periods if i = 1,...,n is fized. Therefore, Assumption 4.2, Canay
(2011) is not satisfied.



Proof Similarly to the proof of Proposition 2.1, we start with expressing the
model by equation (2.5). Then, taking expectations, we obtain
(Here we use the assumption E[a;] = 0, otherwise 6 is not identifiable.)
This implies

Yie — py = (Xip — p)'05, + ai + g,
and

v = Yoty — X Qi (X5 — 105 )i = b+ (X — ) 0, — X Qo (X — ) ur.
The last three terms in the expression for ¢}, are i.i.d. across all i and t.

Consider t # t'. Since ¥9 and v, contain the same term «;, they are
generally correlated. This completes the proof. Remark 2.1 Looking at the
three terms in the last line of (2.7), we can see that the problematic estimator
ég enters the expression of Y, as a constant shift. This implies that it does
not affect the estimates of the slope 0°(7) and their variance. Hence, we can
conjecture that only the asymptotic standard error of the constant term is
incorrectly computed in Canay (2011).

Remark 2.2 Canay (2011) provides a bootstrap procedure, which is
based on sampling individuals, and is in line with Galvao and Montes-Rojas
(2015). The simulations analyses in both of the above papers show that the
standard errors are correct for the estimators of all model parameters. Note
that Canay’s results give the standard errors of the estimators of the slope
only. So in our simulations, we report the bootstrap standard errors for the
estimator of the whole vector of coefficients. Our results demonstrate that
the bootstrap provides for correct standard errors of the estimator of the
slope and the constant term.

Nonetheless, the bootstrap does not enable correct inference for wide pan-
els. Indeed, the bootstrap distribution converges to a limiting distribution,
and the limiting distribution has a large bias for such panels.

3 Simulations that demonstrate incorrect in-
ference

3.1 Simulation details
We simulate the following data generating process:
Yie = 00(Ust) + 01 (Ust) Xir + i = (2 4+ X))/ Uit +

Q= (Xz‘l+"'+Xz‘T)/ﬁ+77i—E[(Xu+---+XiT)/\/T+m‘], 3
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where U;; is uniformly distributed over [0, 1], X;; follow gamma distributions
with shape « and scale 3, and 7; is N(0,0?) (all are mutually independent).

For all experiments we set a =1, 8 =1, 0 = 1, and generate B = 1000
samples. The maximal n is 4000 and the maximal T" equals 320.

The process in (3.1) involves all X;1, ..., X;r in constuction of «;. To
make the results comparable, we always simulate the panel of the longest
length (7" = 320), trim it to the desired size, and then make estimates.
Accordingly, the joint distribution of X;;, Y;; is the same in all experiments.

We compute both asymptotic standard errors and bootstrap standard
errors, using Canay’s methodology. The bootstrap standard errors are ob-
tained by taking R = 500 pseudosamples of individuals, estimating the model
coefficients R times, and taking the standard deviation of the R calculated
values. See the formulae in Appendix B in Canay (2011).

3.2 Bias of the limiting distribution

Firstly, we examine the bias of (). Note that the behavior of the bias of
01(7) and 6y(7) is similar, so here we focus on the more important issue of
the bias for the slope estimator. The estimator of the intercept is of lesser
importance as it can only be used for calculating the conditional quantile
forecasts, which rarely happens in empirical applications. Practitioners are
primarily focused on interpreting the impact of individual factors X3).

Tables 1 and 2 summarize our findings. Proposition 2.1 shows that the
bias tends to zero with rate 1/, so T - bias(6; (7)) does not converge to zero
when n,T — oo. We calculate the estimates for a range of panel sizes in
n and T to demonstrate this issue with simulations. The results, which are
shown in Table 1, reveal that T'- 0, (1) does not tend to zero with increase in
n or T. Table 1 shows that the bias may have different signs. In particular,
the bias is positive for small 7, negative for large 7, and close to zero for
T =0.5.

The fact that v/nT bias(f; (7)) does not converge to zero when n/T 4
0 can have a serious impact on the distribution of the z-statistics of the
coefficients. To demonstrate this, we consider a set of panels with different
values of n/T and calculate the z-statistic based on true value of 6(7):

. b))
O se(@i(r))

Table 2 reveals that similarly to v/nT bias(6; (7)), the absolute value of the
bias of the z-statistic E[zj )] grows considerably with increase in n/T". Yet,
Elz, ()] should be centered around zero. Note that the problem with the

9



Table 1: T - bias(6;(7)) for different panel sizes
n=125 n=250 n=500 n=1000 n =2000 n = 4000

T=0.2, 6(r) = (0.8944,0.4472)', 6, = (1.3333,0.6667)’

T=5 0.302 0.309 0.304 0.299 0.305 0.304
T =10 0.287 0.313 0.297 0.302 0.305 0.303
T =20 0.312 0.312 0.284 0.295 0.310 0.299
T =40 0.268 0.320 0.279 0.302 0.292 0.302
7= 0.5, 0(r) = (1.4142,0.7071), 6, = (1.3333,0.6667)’
T=5 ~0.010  —0.002  —0.003  —0.009  —0.006  —0.005
T =10 —0.004 0.018 0.007  —0.002 0.008 0.007
T =20 0.018 0.028 0.001 0.004 0.019 0.010
T =40 0.000 0.039 0.005  —0.004 0.015 0.009
7 =08, 6(r) = (1.7889,0.8944)", 6, = (1.3333,0.6667)’
T=5 ~0.334  —0.333 0333  —0.333 —0331  —0.331
T =10 —0.330  —0317  —0319  —0325 —0.319  —0.321
T =20 —0274  —0270  —0.286  —0.286  —0.278  —0.284
T = 40 ~0.228  —0224  —0249  —0.239  —0.236  —0.238

shifted distribution of the z-statistic is most evident in low and high quantiles.
For instance, the probabilites P(|zé1(7)| > zo.o75), where zgg75 is the 0.975
quantile of the standard normal distribution, become large for quantiles 7 =
0.2 and 7 = 0.8. This does not correspond to the asymptotic property derived
in Theorem 4.1, Canay (2011), which implies that the distribution of z; (")
should be close to the standard normal.

Figure 1 provides a graphic representation of the probability density of
z-statistics. We observe large shifts of z-statistics for 7 = 0.2 and for 7 = 0.8,
while the bias manifests itself only modestly at median value of 7 = 0.5.

At the same time, we can say that Canay’s estimator performs well in
terms of the asymptotic standard errors of the slope coefficients. This can
be inferred from the second row in all three panels of Table 2. The expected
value of the ratio se(6,(7)) /(61 (7)) is close to one. The bootstrapped stan-
dard errors are also close to one. (See the fifth rows of the panels in Table 2.)
Accordingly, the bias appears to be the only problematic issue with Canay’s
estimator, and it can be severe for panels with high values of n/T.

10



Table 2: Distribution of 6, (r) for different panel sizes
n=125 n=250 n=>500 n=1000 n=2000 n = 4000
T = T= T=80 T=40 T=20 T =10
320 160
T =02, 0(r) = (0.8944,0.4472)', 0, = (1.3333,0.6667)

VnT bias(6: (7)) 0.148 0321 0711 1508  3.102  6.052

E L(((fll((:))))] 1.021 0996 0998 0995 0975  0.916

Elzj, )] 0.095 0203 0455 0979  2.057  4.195

P2, > 0050 0050 0075 0170  0.528  0.983

20.975)

E [Se*(ﬁo(”)] 1.031  1.020  1.044  1.010  1.020  0.975
a(bo(7))

T=0.5, 6(r) = (1.4142,0.7071), 6, = (1.3333,0.6667)’
VnTbias(fy (7))  —0.018  0.042 —0.006 —0.021  0.188  0.141

E [i_((g;g;))] 1.022 0998 0998 0981 0956  0.899

Elzj, )] —0.013  0.035 —0003 —0.014  0.159  0.128

P2, > 0046  0.042 0049 0050  0.062  0.086

20.975)

E [M] 1.035  1.021 1052 1016 1025  0.956
o (B0 (7))

7 =038, 6(r) = (1.7889,0.8944), 6, = (1.3333,0.6667)’
VnTbias(f(r))  —0.141 —0.269 —0.549 —1.197 —2.783 —6.424

E [% 1.005 1.003  0.956 1.000  0.922  0.879

Elz, ] 0173 —0.336 —0.690 —1.505 —3.481 —7.946

(. > 0.047  0.070  0.107  0.309  0.917  1.000

20.975)

E [SE*(I’W))] 1.031  1.020  1.043  1.020  1.030  0.945
(6o(7))

3.3 Incorrect asymptotic standard error of the inter-
cept

The second set of simulations focuses on asymptotic standard errors of the es-
timator of the constant term. We take the ratio of the standard error of y(7)

se(éom)]
. . . . . 0—(90(7—)) .
Similarly to the first set of experiments, we consider n in range 125 to 4000

and 7" in range 5 to 40.

to the true standard deviation and examine its expected value F [

11
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Figure 1: Kernel density estimates for the z-statistics for 6, (7) for different
panel sizes

As is shown on Table 3, the value of the ratio falls with an increase in
T. Accordingly, the estimator of the standard error is inconsistent, which
leads to incorrect inference. We may also note that for each T the value of
the ratio does not change with growth in n. Note that the decrease of the
expected value of the ratio in T" also reveals the incorrect rate of convergence
of the asymptotic standard error. Indeed, the rate should be equal to 1//n,
but the estimated rate in Theorem 4.1, Canay (2011) is 1/v/nT.

Finally, we conduct simulations to focus on the distribution of éO(T) in
terms of the indicators examined in Table 2. Here our analysis concentrates
on standard errors, so we do not consider panels with different values of n/T,
as z-statistics would have different biases in such cases. Instead, we focus
on panels with a constant ratio n/7T", which would be expected to produce
approximately unchanging bias. The results reported in Table 4 indicate
that the distribution of the z-statistics becomes wider when 7' grows, and
the probability P(|z;, | > 20.975) overwhelmingly exceeds 0.05. The fact is
observed at all analyzed quantiles (7 = 0.2, 7 = 0.5, 7 = 0.8).

On the other hand, the bootstrap standard errors se*(6y(7)) seem to be

12



a(fo()
n=125 n=250 n=500 n=1000 n=2000 n = 4000

T=0.2, 0(r) = (0.8944,0.4472)', 0,, = (1.3333,0.6667)’

Table 3: E [M} for different panel sizes

T=5 0.726 0.718 0.720 0.723 0.761 0.708
T =10 0.619 0.621 0.643 0.620 0.647 0.610
T =20 0.496 0.490 0.501 0.512 0.517 0.492
T =40 0.364 0.376 0.382 0.385 0.389 0.371
T=0.5, 0(r) = (1.4142,0.7071), §,, = (1.3333,0.6667)’
T=5 0.680 0.659 0.678 0.660 0.688 0.654
T =10 0.550 0.569 0.576 0.562 0.584 0.553
T =20 0.428 0.435 0.438 0.437 0.455 0.428
T =40 0.313 0.322 0.325 0.327 0.335 0.320
T=0.8, 6(r) = (1.7889,0.8944)’, 0, = (1.3333,0.6667)’
T=5 0.646 0.624 0.650 0.645 0.668 0.626
T =10 0.497 0.506 0.513 0.517 0.517 0.496
T =20 0.361 0.367 0.368 0.373 0.374 0.358
T =40 0.255 0.261 0.265 0.263 0.265 0.256

correct, as shown in the last lines for all the panels of Table 4.

Figure 2 shows the probability distribution of the z-statistics for 50(7).
The distribution of z-statistics stretches to infinity when T grows. This
means that the p-values of tests, based on these statistics, will be severely
underestimated.

4 Can the estimator be improved?

4.1 Limiting distribution of coefficients

To ensure existence of the limiting distribution for the two-step estimator
introduced in Canay (2011) it should be sufficient to change the requirement
for the rates of convergence of n and T: n/T® — 0 for some s € (0,1].
This means that the inference is possible for long panels only, similarly to
the other estimators of quantile regressions for panel data (see Kato et al.
(2012)).

Is there a way to reduce the bias, so that the asymptotics would work
without the requirement of n/T" — 07?7 Here we discuss an approach to
eliminate the parametric term —(1/T)(8(7) — 6,) from the bias of (). If

13



Table 4: Distribution of y(7) for different panel sizes

n=125 n=250 n=375 n=>500 n=1000 n= 2000
T=5 T=10 T=15 T=20 T=40 T =80

7=0.2, 0(r) = (0.8944,0.4472)', 0,, = (1.3333,0.6667)’

VnTbias(fp(r))  —1.884 —1.875 —2.000 —1.685 —1.600 —1.482
E L((gj((:)))) ] 0.720  0.639 0580 0518 0385  0.280
Elzg, ) ~0.347  —0.330 —0.351 —0.293 —0.276 —0.257
P(lzgy | > 0.179 0.218 0.254 0.327 0.433 0.574
20.975)

E [Sj_(éi‘z(f)i)] 0977  1.023  1.030  1.062  0.989  0.984

T=0.5, 0(r) = (1.4142,0.7071), 0, = (1.3333,0.6667)’

VaTbias(fo(T))  —2.428 2767 —3.174 —2.902 —2.688 —2.724
[86907] 0680 0584 0505 0449 0330  0.238

Elzg,0) 0539 —0.592 —0.673 —0.610 —0.560 —0.561
(E > 0201 0277 0345 0392 0505  0.652
20. 975)

E [ ((92(3)] 1.004  1.002  1.027 1044 0988  0.977

T =0.8, 0(r) = (1.7889,0.8944), 0, = (1.3333,0.6667)'

VT bias(fo (7)) 1.094  0.005 —1.041 —1.365 —2615 —3.702
E L((gg((:))))] 0.657 0529 0436 0379 0264  0.184
Elzg,) 0.241  —0.009 —0273 —0.363 —0.697 —0.994
P(|z, | > 0212 0304 0385 0458 0595  0.728
20.975)

E [U(éffz(:);)] 0986  1.024  1.016  1.037 0995 0971

we use the following expression for the fixed effect estimate:
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Figure 2: Probability distribution of the z-statistics for fy(7) for different
panel sizes

where &;, is defined by (2.6), then equation (2.7) changes to
Vi = Yie — i = X30°(Uy) + (0°(Us) + (65 — 69))
— 7 2 (X (0(Uir) = 6,,)) + 0p(1/vVnT).
As a result, the parametric part of the bias is removed. Note that the other
part of the bias, which is caused by the last two terms in (2.7) increases (due

to the fact that 7' — 1 now appears in the denominator instead of T'), but
asymptotically it does not change. Unfortunately, the second term

—7 = D (X5 (0(Uir) = 0,))

still makes the bias tend to zero with the rate of 1/7T", so the new estimator
is still unsuitable for wide panels. Intuitively, elimination of the additive
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individual effect requires an additive transformation similar to that in Canay
(2011) or the use of the general quantile regression technique for panel data.
But both ways may not work for wide panels. Indeed, the former leads to
bias equivalent to 1/7" or worse, since «; can be estimated by using at most
T observations. The latter requires large values of T', as is shown in Kato
et al. (2012).

Table 5 demonstrates the bias for the corrected estimator. The correction
significantly reduces the absolute value of the bias for low and high quantiles.
However, the bias goes up for 7 = 0.5. This can be explained by the fact
that the correction becomes minuscule for 7 so that 6(7) is close to 6,,.

Table 5: T - bias(0; (7)) for different panel sizes (corrected estimator)
n=125 n=250 n=500 n=1000 n=2000 n = 4000

T=10.2, 0(T) = (0.8944,0.4472)’, 6, = (1.3333,0.6667)’

T=5 0.103 0.111 0.105 0.100 0.107 0.106
T =10 0.077 0.104 0.086 0.092 0.094 0.092
T =20 0.098 0.096 0.068 0.080 0.095 0.084
T =40 0.050 0.103 0.061 0.084 0.074 0.085
T=0.5, 0(r) = (1.4142,0.7071), §,, = (1.3333,0.6667)’
T=5 0.038 0.047 0.047 0.040 0.043 0.045
T =10 0.042 0.065 0.052 0.043 0.053 0.053
T =20 0.062 0.071 0.044 0.048 0.062 0.053
T = 40 0.042 0.081 0.047 0.038 0.057 0.051
T=0.8, 0(r) = (1.7889,0.8944)', 0, = (1.3333,0.6667)’
T=5 —0.133  —0.132  —0.131  —0.132  —0.129  —0.129
T =10 —0.112  —0.100  —0.101  —0.107  —0.102  —0.104
T =20 —0.049  —0.045 —0.061  —0.061  —0.054  —0.059
T =40 0.000 0.004  —0.021  —0.012  —0.008  —0.010

4.2 Asymptotic standard error of the intercept

Finding a v/nT consistent estimator of the constant term, as is required by
Canay’s procedure for the correct inference, is problematic in the model with
individual effects a;. Indeed, a new observation significantly improves the
accuracy of the estimator of the constant term only if it contains information
about a new individual (hence, about new ;). Here we provide a simple
example of a panel data model with individual effects, for which we strictly
prove that such an estimator does not exist.
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Proposition 4.3 Let Y, =p+ao; +ey,t=1,...,n,t=1,...,T, where ;
are i.i.d. N(0,02), e are i.i.d. N(0,0%) and o; are independent of j; for
alli,j,t (7 =1,...,n). Suppose o, and o. are known. Then, the following

inequality holds for any unbiased estimator fi of

o2 +a2/T
ma—

Var(ji) >

So i can be only \/n consistent, and not V/nT consistent.
Proof The joint distribution of Y = (Y11,...,Yir, ..., Yo1, ...

,Yor) is Gaus-

sian with the mean g = (p, ..., 1) and the covariance matrix I ® ¥, where
O'i + ag ai S O'i
2 2 | 2 2
o, o, +o; ... o,
Y= : :
2 2 2
ol o, R e

This implies that the Fisher information for p is

Ipw)=/IeX) =" X "),

where ¢ = (1,...,1) is a unity vector of length nT.
T-Do2to? o2
s 1 —o? (T —1)02 + o2
o2(To2 + o) : :
—o? —o?
To? T
Hence, I(p) = s % n

02(To2 + o2) - To? + 02

An application of the Cramér-Rao bound (see Amemiya (1985), Theorem

1.3.1) completes the proof.

As a result, we can conclude that the rate of convergence of éo(T) cannot
be 1/v/nT in general, and the estimator of the intercept cannot be included

in the same process as 6°(7) in Theorem 4.1, Canay (2011).

Can the properties of the estimator be improved by removing the constant
term from regressors X;;? This implies a modification of the Canay (2011)
model by imposing a restriction concerning the independence of constant
terms across quantiles. Note that the original formulation is essentially:

Y;t = (QO(U”) + Oéi) + X;’HS(U,-t),
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which provides for different constants at different quantiles 7. Only individual
effects are quantile-independent. Removing the constant term leads to the
following modified equation:

Yie = (60 + o) + X30° (Vi)

(for convenience, we keep 6y and its identifation condition E[ca;] = 0).

The modified model does not contain y(7), which eliminates the issue
of different rates of convergence for different components of the vector é(T)
Nonetheless, the estimator of 6y is only \/n consistent. This slow rate of con-
vergence of 6o should be taken into consideration in constructing confidence
intervals for the conditional quantile predictions.

Note, however, that the problem with the bias under n/T 4 0 still per-
sists in the modified model.

5 On the applicability of the estimator

5.1 Assumption concerning mutually independent re-
gressors

One of the applicability conditions for the Canay (2011) estimator requires
the independence of regressors X;; both across ¢ and across t. Yet, it is
hard to satisfy this condition in empirical work. To assess the bias of the
estimate, when X;; are correlated in ¢, we conduct the following experiment.
Xit ~T'(4,1) as in the previous rounds of simulations, but X;; are dependent
across time through a moving average process:

Xit = Tig +Tip—1 + -+ Tig—7,

where x;; are iid with I'(1/2,1).

Table 6 shows the bias for Canay’s estimator applied to data with regres-
sors that are dependent across time.

The results of this simulation are directly comparable with Table 1, and
we see that the bias differs across models with dependent and independent
regressors. Note that the difference between the values of T-bias(6; (7)) in the
models with independent and dependent regressors is particularly noticeable
for small 7. At the same time, dependent regressors introduce only a minor
additional bias under large T. So we may conjecture that if the process
for X;; is ergodic in ¢, then there is no reason to expect the estimator to
be inconsistent. The asymptotic standard errors presented in Table 7 are
worse than standard errors, computed under the assumption of independent
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Table 6: T - bias(d,(7)) for different panel sizes (correlated regressors)
n=125 n=250 n=500 n=1000 n =2000 n = 4000
T =02, 0(7) = (0.8944,0.4472)', 6, = (1.3333,0.6667)

T=5 0.210 0.211 0.192 0.182 0.192 0.187
T =10 0.253 0.227 0.225 0.208 0.225 0.218
T =20 0.278 0.251 0.258 0.244 0.254 0.253
T = 40 0.289 0.280 0.293 0.276 0.277 0.272
7=0.5, () = (1.4142,0.7071)’, 6,, = (1.3333,0.6667)'
T=5 —0.042  —0.045 —0.063 —0.070  —0.058  —0.064
T =10 —0.031  —0.039  —0.039  —0.054  —0.037  —0.044
T =20 ~0.012  —0.028  —0.012  —0.021  —0.014  —0.022
T = 40 —0.021  —0.009  —0.002 0.001  —0.001  —0.009
7=0.8, (1) = (1.7889,0.8944)', 6, = (1.3333,0.6667)'
T=5 —0.228  —0225 —0241 —0241  —0.235  —0.237
T =10 —0.248  —0.272  —0.266 —0.278  —0.267  —0.270
T =20 —0.268  —0280 —0.263 —0.265 —0271  —0.270
T = 40 —0.233  —0.244  —0.240  —0.237  —0.237  —0.238

regressors in Table 2, especially for panels with relatively low 7. On the
other hand, the bootstrapped standard errors seem to work for regressors

that are dependent across time, as can be seen in the last lines of each panel
in Table 7.

5.2 Implications for practitioners

In this note we have touched on several problematic issues with the Canay
(2011) estimator. We will now outline major concerns, relating to applica-
bility of the estimator for purposes of empirical analysis. Firstly, the use of
the estimator may cause incorrect inference, owing to the bias in the limit-
ing distribution in wide panels. Secondly, the estimator may lead to wrong
inference due to incorrect asymptotic standard error of the constant term.
Finally, the assumption of independence of the predictors across time may
be unlikely to hold in practice.

Note that the second issue is the least important among the three prob-
lems. Indeed, practitioners focus on the intercept only for the purposes of
forecasting or computing residuals, and this task is rarely the purpose of
panel data analysis. Indeed, none of the 81 papers in our meta-review of the
applied literature carried out such an exercise or interpreted the significance
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Table 7: Distribution of 6 () for different panel sizes (correlated regressors)
n=125 n=250 n=>500 n=1000 n=2000 n = 4000
T = T= T=80 T=40 T=20 T =10
320 160
T =02, 0(r) = (0.8944,0.4472)', 0, = (1.3333,0.6667)

VnT bias(6: (7)) 0.141 0400  0.740  1.382 2542  4.359

E L(((fll((:))))] 0.982  0.987 0976 0978  0.884  0.794

Elzj, )] 0.087 0253 0472  0.897  1.682  3.021

P2, > 0065 0067 0071 0163 0400  0.799

20.975)

E [Se*(ﬁo(”)] 0.968 0961 0999  1.027 1079  1.025
a(bo(7))

T =0.5, 6(7) = (1.4142,0.7071Y’, 6,, = (1.3333,0.6667)'
VnTbias(f(r))  —0.028  0.029  0.009  0.003 —0.138 —0.880

E [i_((g;g;))] 1.014 0993 0974 0957 0873  0.713

Elzj, )] —0.021 0027  0.008 0004 —0.113 —0.775

P(|2,(] > 0044 0051 0063 0053 0087 0213

20.975)

E [M] 0965 0953 0997  1.023  1.073  1.028
(6o(r))

7 =038, 6(r) = (1.7889,0.8944), 6, = (1.3333,0.6667)’
VnTbias(fy(r))  —0.093 —0239 —0.506 —1.186 —2.708 —5.399

E [% 0.996 0985 0970  0.878  0.778  0.604

Bz, ) ~0.111 —0.297 —0.636 —1.500 —3.436 —6.771

P(l25, | > 0058 0064 0106 0343  0.885  0.999

20.975)

E [S‘”zgw”] 0.967  0.957 0994  1.024  1.062  1.028
o (0 (7))

of the intercept.

Our theoretical and simulational analysis suggests that the applicability
of Canay’s estimator is particularly problematic with panels, where n/T is
large. Panels with small n/T may not suffer from the bias in the limiting
distribution of the estimator of coefficients. Nonetheless, regressors that are
dependent across time lead to incorrect asymptotic standard errors in such
panels. The use of bootstrap methodology, especially where there is large T,
could offer a solution.

Table 8 presents a summary of the caveats regarding use of the estimator
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in applications.

Table 8: Cautiousness with use of the Canay (2011) estimator

Panel size  Major problems Potential solutions
large n/T  The distribution of the estimates for the No solution

vector of coefficients significantly differs

from the asymptotic distribution, given in

Theorem 4.1, Canay (2011). It is hard to

make inference and conduct tests on coef-

ficients. The asymptotic standard error of

the intercept is incorrect.
small The distribution of the estimates of slope Bootstrap may help
n/T, inde- coefficients is close to the asymptotic dis- to solve the problems
pendent tribution, given in Theorem 4.1, Canay with standard errors
regressors  (2011). However, the asymptotic standard of the intercept.

error of the intercept is incorrect.
small The distribution of the estimates of slope Bootstrap may help
n/T, coefficients differs from the asymptotic dis- to solve the problems
regressors  tribution, given in Theorem 4.1, Canay with standard errors
correlated  (2011). The asymptotic standard error of of the estimates for
across the intercept is incorrect. the vector of coeffi-
time cients.
periods

5.3 A meta-review of applications in the literature

To assess to what extent practical applications may be affected by the prob-
lems of the estimator, we examined all citations to the Canay (2011) paper
from the Wiley Publishers webpage of The Econometrics Journal (as of De-
cember 31, 2018). Of the 120 papers in Web of Science journals, which gave
cited the paper, 81 employed the estimator, while others mentioned it among
other theoretical approaches for analysis using panel data and quantile re-
gression.

Literature in numerous fields of macroeconomics, microeconomics, and
finance makes use of the Canay (2011) estimator. Empirical papers most
often study heterogeneity of firm behavior in terms of various issues in in-
dustrial organization or corporate finance. Another frequently occuring re-
search question in these papers is differences in the behavior of individuals
and households on markets for labor, education, or energy. The Canay (2011)
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estimator is also applied for the analysis of longitudinal data on the devel-
opment or trade in various countries or regions. Striking and rare examples
of empirical work using the estimator include the economics of sovereign
ranking, traffic accidents, languages spoken in the EU, and political parties.

We focus primarily on panel size (n, T', and n/T") and the use of bootstrap
methodology for standard errors. As shown in the summary Table 9 and the
full review in the Online Appendix, the majority of papers work with large
sample sizes and relatively short time periods, which leads to higher values
for n/T.

Only 6 papers have n/T below 1 and 17 papers use n/7T from 1 to 10.
These are mainly long macro panels with annual data on a number of coun-
tries. Large value of T' (and hence relatively low n/T) can be achieved here
by using quarterly data on regions or firms.

The value of T' is most often rather low, and only 24 papers estimate
panels with T" > 20. A few papers attempt to increase the length of the
panel by using monthly data, but the sample size in these papers is still large
to enable low values of n/T.

It should be noted that 60% of papers report the use of bootstrap method-
ology for standard errors. The coefficient for the intercept and its standard
error is given in about 35% of papers (roughly half of them do not use the
bootstrap approach). Yet, none of these analyses interprets the value or the
significance of the intercept.

To summarize, a small share of applied works use data with low values
of n/T and large T. Arguably, these works provide correct inference on the
coefficients (and on the standard error of the intercept under the bootstrap
procedure). High values of n/T" and low values of T' may cause a problem in
applied estimates, owing to the issue of regressors that are dependent across
time and to the asymptotic bias of the coefficients.
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Table 9: Summary table on applied papers

n/T'<1l 1<n/T<10 10<n/T <100 100<n/T <1000 n/T > 1000

Number
of

pa-

pers

6 17 18 20 16

T <5 5<T <10 10<T <20 20<T <50 T > 50

Number
of

pa-

pers

15 22 16 17 7

Note: 4 papers did not report the value of n or T

Appendix: A meta-review of applied literature
on the Canay (2011) estimator

To assess to what extent practical applications may be affected by the prob-
lems of the estimator, which have been described in our Comment, we ex-
amined all citations of the Canay (2011) paper from the Wiley Publishers
webpage of The Econometrics Journal (as of December 31, 2018). Of the
120 papers in Web of Science journals, 81 works employed the Canay (2011)
estimator, while others mentioned it among other theoretical approaches for
analysis using panel data and/or quantile regression.

Following the suggestions to researchers on applicability of the estimator,
which were outlined in the main text of our Comment, we focus on panel size
(n, T, and n/T") and the use of bootstrap methodology for standard errors in
the analyzed papers. A number of caveats apply to the review table below.
Firstly, papers sometimes reported only the total number of observations
(i.e., the product of nT'), so we inferred the sample size n by dividing the
number of observations by the length of panel. This should be regarded as an
approximation, as the real-world panels are often unbalanced. The resulting
value may not be a whole number. Secondly, various specifications in the
same paper could employ different number of observations (for instance, due
to missing values for key variables in each specification). Since we argue
that applicability of the Canay (2011) estimator requires the lowest possible
value of n/T, the review table reports the minimal value of n for each paper.
Finally, no use of bootstrap methodology was assumed, unless otherwise
explicitly stated in each paper.
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