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Alcohol abuse is widely blamed for the very high rate of male mortality in Russia. I
specify and estimate a simple structural model of the demand for alcohol that incorpo-
rates two key features of the Russian context. First, alcohol use — particularly incidents
of heavy drinking — often involves friends and (male) family members. Second, there is
strong habit persistence in alcohol use: depending on the degree of forward-looking be-
havior by consumers, responses to a tax policy will depend on beliefs about the future
path of prices. I estimate the model using panel data from the Russian Longitudinal Mon-
itoring Survey (RLMS), and two alternative sources of variation in alcohol prices: a 2011
change that shifted the trend in the rate of growth of the excise tax for alcohol, and regional
variation in alcohol regulations over the 1995-2014 period. To obtain direct information on
peer use of alcohol, I exploit the clustered design of the RLMS, which enables me to find
close neighbors for nearly all sample members. The estimation results confirm that both
peer influence and habit persistence are critical determinants of the longer-run response of
alcohol demand to price changes. One third of the predicted 30% reduction in the rate of
heavy drinking caused by a 50% permanent increase in vodka prices, for example, is at-
tributed to the social multiplier effect that emerges as groups of friends jointly reduce their
consumption. Finally, I use the RLMS data to relate patterns of heavy drinking to mortal-
ity. The estimates imply that permanent increases in alcohol prices would yield significant
reductions in male mortality.
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1 Introduction

Russian men are notorious for their hard drinking and their high rates of death associated
with alcohol abuse.! Figure 1 illustrates the strong proximate relationship between male
mortality rates and alcohol consumption. During the period of the Gorbachev anti-alcohol
campaign in the final years of the Soviet Union (1985-1990), sales of alcohol fell and male
mortality was also relatively low. After the collapse of the Soviet Union, the campaign
ended and alcohol markets were liberalized, leading to a rise in alcohol consumption and
a surge in mortality rates. From 1991 to 1996 alcohol sales doubled and mortality rates in-
creased by 70 percent. Though recent changes in alcohol regulation have partially reversed
this trend, both alcohol consumption and male mortality rates remain extremely high.?

Figure 1: Alcohol Consumption and Male Mortality Rate
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Source: WHO, Treisman (2010), Rosstat. Left axis: Deaths per 1000 working age males (Rosstat); Annual adult
per capita consumption, liters of pure alcohol (WHO). Right axis: Sales of vodka in billion of liters (Rosstat).

While the patterns in Figure 1 suggest that policies to restrict alcohol use will reduce
consumption and lower male mortality, the magnitudes of the responses and the precise
channels linking policy interventions to consumption and mortality are unclear.® The goal
of this paper is specify and estimate a dynamic model of alcohol demand that can illumi-
nate these issues. The model incorporates two important features of alcohol demand that

1Approximately one-third of all deaths in Russia are related to alcohol consumption (see Nemtsov 2002). Most
of the burden falls on males of working age: more than half of all deaths of working-age men are accounted for by
hazardous drinking (see Leon et al. 2007, Zaridze et al. 2009). Among recent economics studies of the connection
between alcohol use and mortality in Russia are: Treisman 2010, Bhattacharya et al. 2013, Brainerd and Cutler
2005, and Kueng and Yakovlev, 2015.

2Russian male life expectancy in 2013 is 7 years below the average of the (remaining) BRIC coun-
tries and 5 years below the world average. Female life expectancy, by comparison, is 75 years:
5 years higher than the world average, and 2 years above average in the (remaining) BRIC coun-
tries. For health statistics, see https://www.cia.gov/library /publications/the-world-factbook/fields /2102.html,
http:/ /itbulk.org/population/life-expectancy-by-country /.

3 Another concern is that some consumers — particularly in the Soviet era - used home made and illegally
purchased alcohol.



I show are very important in the Russian context: peer effects in consumption, and habit
persistence. Peer effects produce a “social multiplier” effect: decreases in a given con-
sumer’s own consumption lead his neighbors to consume less, so that the net effect of an
alcohol price increase is amplified. Habit persistence similarly results in an intertemporal
multiplier effect: decreases in alcohol consumption today change habits, reducing future
preferences toward alcohol, and leading to decrease in alcohol consumption in the future.

I fit the model using micro-level data from the Russian Longitudinal Monitoring Sur-
vey (RLMS). RLMS is a nationally-representative panel dataset with a time span of more
than 20 years, and it contains information on individual alcohol consumption and local
alcohol prices, as well as rich data on individual demographic, health and socioeconomic
characteristics.

The price elasticity of drinking is identified using the regression kink design (RK strat-
egy) and instrumental variables regression (IV strategy). To find the price elasticity with
the RK strategy, I use a kink in the policy regime of the federal excise tax on vodka. Before
2011 the excise tax had been linked to the CPI growth rate. Since 2011, the growth rate of
the excise tax on vodka exceeded the growth rate of the CPI more than twice.

To confirm RK estimates, I use IV approach. In particular, I collect data on the re-
gional regulation of the alcohol market during 1995-2008, when regional authorities had
the autonomy to establish their own regulations, and use information on whether regional
government imposes additional regulation on producers and on retailers as instruments
for the price of alcohol in IV regressions.

To identify neighborhood effects, I exploit the clustered sampling structure of the RLMS
survey, that I use for my analysis. RLMS surveys people within narrowly-defined neigh-
borhoods (census blocks). There are sound reasons to believe that neighborhood influence
is strong in Russia, given the patterns of dense geographical settlement inherited from the
Soviet Union and the low level of mobility. This definition of peers is validated by doc-
umenting a strong increase in alcohol consumption around the birthdays of neighbors.
The identification of peer effects in my paper relies on the assumption that some peer de-
mographic characteristics affect the utility from alcohol consumption of peers but not the
utility of agent (her)himself.

This paper then verifies the predictions of the model with both myopic and forward-
looking assumptions about agents” behavior. Although there is no consensus regarding
which model is more accurate*, most literature on policy analysis considers only the my-
opic assumptions. At the same time, key effects of alcohol consumption — on health, family,
and employment status, for example — do not necessarily appear immediately, but rather
increasingly manifest themselves over the course of the next few years, or even much later
in life (see Mullahy and Sindelar 1993, Cook and Moore 2000). Moreover, alcohol con-

4In particular, Rust (1994) shows that in a general set-up of dynamic discrete-choice model the discounting
parameter 3 is not identified. Although today different identification results are stated, they all are obtained under
certain restrictions on parameters (see for example Magnac and Thermar 2002, Fang and Wang 2010, Arcidiacono
et al. 2007).



sumption may form a habit and thus affect future behavior. One therefore expects that
individuals may behave in a forward-looking manner when determining current alcohol
consumption (see rational addiction literature, Becker and Murphy 1988).> Possible mis-
specification from omitting forward-looking agent assumptions might introduce a bias in
estimates, and as such might result in incorrect predictions regarding the effects of the
proposed changes in the regulation of the alcohol industry.

I find significant price elasticity for heavy drinking and show the importance of peer
effects for young age strata (below age 40). To illustrate these findings, I simulate the effect
of an increase in vodka price by 50 percent on the probability of being a heavy drinker. The
myopic model predicts that five years after introducing a price-raising tax, the proportion
of heavy drinkers would decrease by roughly one-third, from 25 to 18 percent. The effect is
higher for younger generations because of the non-trivial effect of the social multiplier. This
cumulative effect can be decomposed in the following way: one’s own one-period price
elasticity predicts a drop in the share of heavy drinkers by roughly 4.5 percentage points,
from 25 to 20.5 percent. Peer effects increase the estimated price response by 1.5 times for
younger generations. The assumption that consumers are forward-looking increases the
estimated cumulative effect roughly by an additional 30 percent.

I simulate the consequences of a price-raising alcohol tax on mortality rates and on
social welfare. I find significant age heterogeneity in the effect of heavy drinking on the
hazard of death with the effect being much stronger for younger generations. Increasing
the price of vodka by 50 percent results in a decrease in mortality rates by one-fifth for
males ages 18-29, by one-seventh for males ages 30-39, and by one-twentieth for males ages
40-49, with no effect on the mortality of males of older ages. I find also that when agents
have bounded rationality (that is, do not take into account the effect of consumption on
hazard of death), an increase in vodka price by 50 percent improves welfare. Besides, under
certain assumptions about consumer utilities, a tax increases consumers welfare even for
fully-rational agents.

Finally, in extension section, I provide a simple model in which I test what assumption,
myopic or forward-looking better fits the data. I find that consumers are myopic when
dealing with prices of alcohol, abut forward-looking when deal with health issues.

My paper contributes to the existing literature in several ways. First, the paper provides
a methodological contribution to the existing studies of drinking and other (unhealthy)
behavior by estimating a structural rather model using micro-level data. It allows me to
account for and to disentangle different forces that drive decisions on drinking, predict
how public policy would affect different subgroups of the population through these forces,
and simulate the effect of policy on mortality rates and on the welfare of consumers.

Second, the paper provides several interesting and important examples of statistical

5Some studies find empirical evidence to support the rational addiction model (see Becker, Grossman, and
Murphy 1991, Chaloupka 2000, Arcidiacono et al. 2007). Other studies question this evidence (see Auld and
Grootendorst 2004), or provide an alternative to a (fully) rational-model explanation of the evidence (see literature
on time-inconsistent preferences, Gruber and Koszegi 2001).



relationships in the data. The kinked stricture of the federal tax policy regime allows me
to apply regression kink (RK) estimates (see Card, Lee, Pei and Weber (2015), Lee and
Lemieux (2010)). RLMS sampling structure allows me to document a strong increase in
alcohol consumption around the birthday of neighbors and show that neighbors are indeed
influential for personal decision making.

Finally, this paper contributes to the discussion of the causes and ways of combating
the male mortality crisis in Russia. This question is highly policy relevant for Russia as
well as for other countries that face similar public health issues. In contrast to the existing
studies, the paper provides evidence of a causal relationship between the price of alcohol
and alcohol consumption in Russia by addressing endogeneity issues that were present in
previous studies.®

This paper is organized as follows. In the following section, I present the model. Section
3 describes the data and the variables used in the analysis. Section 4 presents estimation
strategy. In Section 5, I discuss results. Section 6 discusses the identification assumptions
of the model, provides robustness checks and extensions. Section 7 concludes.

2 Model

I model consumer choice in the tradition of discrete choice models of consumer behavior
(see Nevo, 2011 for review).

In the model a consumer chooses among two alternatives, whether to drink heavily or
not. [ use this discretization because only hard drinking is universally agreed to be harmful
for health. The effect of moderate drinking on health is ambiguous: for example, there is
evidence that moderate drinking is associated with lower chance of heart diseases, such as
coronary heart disease (see for example Cook and Moor, 2000).

The utility of heavy drinking depends on the price of alcohol, the alcohol consump-
tion of one’s peers, one’s own habits, as well as different demographic and socioeconomic
characteristics.

To model the responses to alcohol prices I follow the approach of Berry, Levinsohn,
and Pakes (1995) henceforth BLP). I include a set of municipality xyear fixed effects in
individual-level models and then regress estimated municipality xyear effects on the price
level.

To model peer interaction I use the methods proposed by Bajary et al (2007) and Bajary
etal (2011) for estimating static and dynamic discrete games of incomplete information.” It
assumes that each member of a peer group makes a decision on whether to drink heavily or
not based on the expected average probability of heavy drinking among her (his) peers. In
a static (myopic) set up, this assumption leads to a simple two-stage procedure. In the first

®Previous studies that demonstrate a negative relationship between price and alcohol consumption using OLS
estimates that show correlation rather than causal effect (see Andrienko and Nemtsov (2006) and Treisman (2010)).

7For a review of these models see Bajari et al 2011a and Nevo, 2011. For some recent developments see Aguir-
regabiria and Mira 2007, Berry, Pakes, and Ostrovsky 2007, and Pesendorfer and Schmidt-Dengler 2008.



stage I estimate average expected probability of drinking by each individual’s peer group.
In the second stage, these forecasts are plugged into each agent’s decision model. For a
dynamic (forward-looking rational addiction) model, the first stage is the same, but the
second stage involves first estimating a polynomial approximation for the value function
of not drinking in the current period, and then (building on the Hotz-Miller inversion,
see Hotz and Miller, 1993) using this approximation in a third step to approximate to the
probability of heavy drinking as a function of state variables and expectations.

Section 2.1 describes the set-up of the model in the event that consumers are myopic.
Section 2.2 extends the model for forward-looking consumers.

2.1 Myopic Consumers

The set-up of the model is as follows.

In every period of time 7, consumer chooses an binary action, a;, whether to drink
heavily a; = 1 or not, a; = 0.

The consumer utility depends on her (his) choice a;;, actions of her (his) peers a_;;, the
set of observable factors that affect consumer’s utility (S;;), and private stochastic prefer-
ence shock, e (a;;), unobservable by all, except consumer her(him)self. Set S, includes the
socioeconomic and demographic characteristics of agent and the agent’s peers, and munic-
ipality characteristics, such as the prices of alcohol and local temperature, etc. Following
standard practice I call set S the set of state variables.

In a myopic model, consumers, deciding to partake in heavy drinking, only take the
current utility of alcohol consumption into account.

The consumer utility consists of a current per-period utility, m; (a;r,a—i,Si) and a private
stochastic preference shock, e (a; ):

U(aiha—ihsit) = ”it(ait,a—ihsit) + e (Clit) (1)

The per-period utility from drinking has a linear parametrization:

Y _illap=1)

N thabity + I'Dy +Y'G_y 2)

ﬂit(ait = 1,a—it7Sit) =P+ 0
where municipality xyear invariant factors p,,; capture price variation as well as other fac-
tors that affect consumer utility and that vary on the municipalityxyear level

Pt = 0log(Price)y + ¥ X + (3)

Thus, m;(aiy = 1,a_i,Si) depends on the average peer alcohol consumption; habits (de-
fined as lagged alcohol consumption), a set of personal demographic and socioeconomic
characteristics (Dj), (sub) set of peers characteristics G_; and municipalityxyear invariant
factors p,;. X, stands for observable and u,, stands for unobservable by the researcher
factors that affect consumer utility and that vary only on the municipality xyear level. Sub-



scripts i, t, m stand for individual, year, and municipality; subscript —i stands for other
individuals within the same peer group, N stands for number of peers in peer group. For
detailed description of all variables see estimation section (section 4).

I model peer interactions using game with incomplete information set up. In every
period of time 7, consumer and her (his) peers simultaneously choose their actions. The
game with incomplete information implies that the consumer does not know the private
preference shocks (and so the total payoffs) of his (her) peers. In the context of the model
it implies that when someone starts drinking at a party, she (he) does not know exactly
how much her (his) peers value drinking today and how much her (his) peers will drink
up to the end of the party. Depending on some random factors like current problems with
girl-(boy-) friends or parents, stress at work or in school, one can value drinking on a par-
ticular day differently and may end up drinking a lot or just one shot. Although consumers
do not know exactly, they do guess on how much peers will drink using information that
they know about their peers, like personal demographic characteristics, previous level of
alcohol consumption etc. These guesses (beliefs) are consistent with the observed equilib-
rium behavior, and can be estimated using data on (own and peers’) set of state variables
Sy = Uje{,-7,i}{habitj,, Dj, Gy, Pt }-

Thus, a consumer’s expected (over beliefs) per-period utility from drinking is:

E._ ;7 (ai =1,a_,8y) = 66][ (ajt = 1[S;;) + Yhabit; +I'Dy +Y'G_; + Pmt 4)

Y oulap=1S;
where 6j;(aj; = 1|S;) = EIACH | "), and oj,(aj; = 1|S;;) stands for the consumer’s

i belief of what player j will do. I follow this notation throughout this paper.

I assume that private preference shocks of drinking, e;(a; = 1), have an i.i.d. logistic
distribution.

All components of utility from not heavy drinking are normalized to zero: ; (a; =0) =0
and e (a; =0) =0, and

Ulay =0,a_i,8:) =0 5)
A consumer chooses to drink hard if his or her per-period utility from (heavy) drinking
is greater than the utility from not drinking:
6Gjt(ajt = 1|Sl[) + Yhabitjt + Fle[ +Y/G7jt + pm[ —+ €t (aj[ = 1) > O (6)
Left-hand side of equation (6) is per-period utility from (heavy) drinking, and right-
hand side is normalized utility from not (heavy) drinking.
2.2 Forward-looking consumers

In myopic model agents take in account only factors that affect current utility of alcohol

consumption. At the same time, alcohol consumption may affect not only the current but



also the future flow of utilities. Alcohol consumption is habit-forming and thus affects
future behavior. Many consequences of alcohol consumption that also affect consumer
utility, such as health, family, income and employment status, do not necessarily appear
immediately, but rather they increasingly manifest over the course of the next few years
(see Mullahy and Sindelar 1993, Cook and Moore 2000). Indeed, table 3 shows that heavy
drinking affects future health, marital status and income for Russian males. Conditional
upon current health, marital status and income, heavy drinking results in a decrease in
future income (both own and family income), in worsening future health and in higher
risk of divorce. One, therefore, would expect that individuals may behave in a forward-
looking manner when determining current alcohol consumption.

A forward-looking consumer maximizes not only the current value of the utility but
also the discounted expected flow of future utilities. The expected present value of con-
sumer utility consists of the current per period utility, m(a_i,air, Sit), discounted expected
value function, BE (Vir11(St+1)|a—i,air, Si), and a stochastic preference shock, e (a;):

U(a,it,ai,,Sit) = ﬂit(afit,aitysiz) + ﬁE(VizH (St+l ) |afit;ait7sil) + e (ait) (7)

I put annual discounting factor 8 equal to 0.9.8 Current per period utility 7; (a—;, dir, Sit)
and stochastic preference shock e (a;) are similar to myopic case (see equations (2) and
(3)). The consumer does not observe the actions of peers and forms expectations over
peers actions. The expected per-period utility E. ,m;(a—i;,a; = 1,S;) is the same as in the
myopic case (see equation (4)).

A forward-looking consumer chooses to drink hard if his or her expected present value
of the utility from (heavy) drinking is greater than the utility from not drinking:

Ee,init(ait =1, a—i, Si)+BEVisr1(s+1)|a-ie,ai =1,8;) +ei(ay = 1) )]
> BE(Vir1(s141)|a—ir, air = 0,Si)

For the case of forward-looking consumers, I assume that consumers have an infinite
time planning horizon and that the transition process of state variables is Markovian. This
implies that expectations for future periods depend on only a current-period realization
of state variables and consumer choice of action. Finally, I restrict equilibrium to be a
Markov Perfect Equilibrium, so that a consumer’s strategy is restricted to be a function of
the current state variables and the realization of a random part of utility (private preference

shock).  For myopic consumers the model is static, such that none of the assumptions

8Recent studies vary in their estimates of personal discount rate (see Arcidiacono et al (2007), Hausman (1979),
Dreyfus and Viscusi (1995), Moore and Viscusi (1990), and Warner and Pleeter (2001)). The closest to our study,
Arcidiacono et al 2007, found yearly discount factor f = 0.9. I use this number (8 = 0.9) when estimating a model
with “forward-looking” consumers.

9These assumptions, together with other assumptions that I made in a paper (such as Markovian state transi-
tion process, infinite time horizon, iid logistic error components, etc) are standard assumptions in vast majority
of dynamic discrete choice models. See Aguirregabiria and Mira (2010) for review and for discussion of these and
other assumptions that are commonly used these models. These assumptions are done in order to simplify and to



described above are needed.

3 Data Description

I use data from the Russian Longitudinal Monitoring survey (RLMS).1? The RLMS is a
nationally-representative annual survey that covers more than 4,000 households (with be-
tween 7,413 and 9,444 individual respondents), from 1992 to 2014. The RLMS provides
a survey of a very broad set of questions, including a variety of individual demographic
and social-economic characteristics, health outcomes (including death events), and con-
sumption data. It also contains data on individual-level alcohol consumption and data
on neighborhood characteristics, including — critically — the price of alcoholic beverages in
each neighborhood, which allows me to analyze individual price elasticity.

My study utilizes rounds 5 through 23 of RLMS over a time span from 1995 to 2014,
except 1997 and 1999.

I do not utilize data on rounds earlier than round 5 because they were conducted by
other institution, have different methodology, and are generally agreed to be of worse qual-
ity. Starting from round 17 dataset that provided by Population Center at The University
of North Carolina at Chapel Hill no longer contains identifiers of neighborhoods. I use
information from the previous rounds and the HSE version of the RLMS data to collect
neighborhood identifiers for rounds 17-23.11

The data cover 33 regions — 31 oblasts (krays, republics), Moscow and St. Petersburg.
Two of the regions are Muslim. Seventy-five percent of respondents live in an urban area.
Forty three percent of respondents are male. The percentage of male respondents decreases
with age from 49 percent for ages 13-20 to 36 percent for ages above 50. The data cover only
individuals older than 13 years.

The RLMS data have a low attrition rate, which can be explained by low levels of labor
mobility in Russia (See Andrienko and Guriev (2004)). Interview completion exceeds 84
percent. It is the lowest in Moscow and St. Petersbug (60 percent) and the highest in West-
ern Siberia (92 percent). The RLMS team provides a detailed analysis of attrition effects
and finds no significant effect of attrition.'?

My primary object of interest for this research is males of ages between 18 and 65. The
threshold of 18 years is chosen because it is officially prohibited to drink alcohol before
this age. The resulting sample consists of 78237 individuals*year points (2956 to 6616 in-
dividuals per year). Summary statistics for the primary demographic and socioeconomic

make possible to implement the nontrivial computational task of estimation of dynamic discrete choice problem.

10This survey is conducted by the Carolina Population Center at the University of Carolina at Chapel Hill,
and by the Higher School of Economics in Moscow. Official Source name: "Russia Longitudinal Monitoring
survey, RLMS-HSE,” conducted by Higher School of Economics and ZAO “Demoscope” together with Carolina
Population Center, University of North Carolina at Chapel Hill and the Institute of Sociology RAS. (RLMS-HSE
web sites: http://www.cpc.unc.edu/projects/rlms-hse, http:/ /www.hse.ru/org/hse/rlms).

11 A previous version of the paper uses only data from round 5 to 16 get similar results.

2For  description of interview completion rates and attrition rates see RLMS web-site,
http:/ /www.cpc.unc.edu/projects/rlms-hse/project/samprep.



characteristics are presented in Table 4.

3.1 Alcohol Consumption Variable and Price of Alcohol

Although the negative health and social consequences of hard drinking are widely recog-
nized, there is no documented evidence of negative consequences from moderate drink-
ing. Thus, I focus on an analysis of the personal decision to drink “hard” or not. I use a
dummy variable that equals 1 if a person belongs to the top quarter of alcohol consump-
tion (among males of working age) and zero otherwise. Alcohol consumption is measured
as the reported amount of pure alcohol consumed daily during the previous month.!® The
reported threshold level corresponds to the reported amounts greater than 150 grams of
pure alcohol per day. This amount corresponds to a daily consumption of 0.35 liters of
vodka (or samogon) or 9 bottles (0.33 liters each, 3 liters total) of beer. A summary statistics
and age profiles for reported amounts of alcohol consumption are shown in Table 4 and
Figure A2 in the appendix.

3.2 “Peers” Definition

RLMS data also allows me to get information on groups of close neighbors and thus to
estimate neighborhood (peer) effects.

The Soviet Union left a legacy of communist-style apartment blocks where people live
in (uncomfortably) close proximity. I exploit this feature and define peers using geograph-
ical locations.

Approximately ten percent of Russian families live in dormitories and communal houses
where residents share kitchens and bathrooms. A majority of the remaining, more for-
tunate, part of the population lives in a complex of several multi-story multi-apartment
buildings, called a “dvor.” These complexes have their own playgrounds, athletic fields,
and ice rinks and often serve as the place where people spend leisure time. The most com-
mon dvors (so called “khrushchevki”) are relatively small-size dvors with a population of
about 300 people. A photo of a typical dvor is presented in Figure Al in the appendix.
Dvors are the most popular place in Russia to find friends — the very low level of personal
mobility in Russia means that most people live in the same place (and therefore the same
dvor) for most of their lives.

The important feature of the RLMS survey is that it has a clustered structure.!* The

13The reported amount of pure alcohol is calculated using RLMS data on consumption of all types of alco-
hol including vodka and other hard drinks, beer, wine, champagne and home-made vodka (samogon) using
the following formula: Q(pure alcohol)=0.4Q(hard drinks)+0.12Q(dry vine)+0.12Q(champagne)+0.15Q(fortified
vine)+0.05Q(beer)+0.4Q(samogon).

Sometimes a high level of average alcohol consumption is not as harmful for health as one-time drinking binge
(with a relatively low average level otherwise). Still, the measure I choose indicates that heavy drinking has huge
adverse effect on health (see hazard of death regression).

14See the RLMS web site, http://www.cpc.unc.edu/projects/rlms-hse/project/sampling. A similar data
feature- in French LFS data- was explored by Maurin and Moschion (2009) in a analysis of neighborhood effects
in mothers labor force participation decisions.
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basic sampling unit of the RLMS survey contains one Russian census block. Households
within the same set of census blocks are surveyed in every round. The average population
of a census block in Russia is 300.1> A typical census block in Russia contains one dvor;
this allows me to use information on neighborhood (and age) to identify peer groups.

I define “peers” as those who live in one neighborhood (census block) and belong to
the same 10-years stratum. Age strata are defined by ages 18-29, 30-39, 40-49, and 50-65.

The median number of people in a peer group is 5; the mean is 11; the lower 1 percent
is 2, the upper 90 percent is 35, and the largest number is 83. According to the RLMS team,
the average population of a census block is 300 people (including females, elderly and
children). It implies that the average size of a population of males of age 18-65 is about 90
people and the total size of the peer group is 22 people.'® I have data on one half of them.
On average, I have 794 peer groups per year (each with 2 or more peers). The distribution
of the number of peers per peer group is shown in Table 5.

To verify the reliability of my sorting procedure, I implement the following test. I cor-
relate the logarithm of the amount of vodka consumed during the previous month with a
dummy variable if a person has a birthday in the previous month and with averages of the
birthday dummy variables across peers.

The specification of the regression is as follows:

I(birthday)

N1 Tote )

Log(1+4vodka); = o+ &1 1(birthday); + & Z

jepeers

where vodka stands for amount of vodka drunk in the last month, I(birthday);, is an
indicator that a person & has a birthday in the previous month (k € {i, j}), N is a number
of peers in peer group, and & are time fixed effects.!” Vodka is the most popular alcoholic
beverage to serve on birthdays, compared to either beer or wine. Regression suggests
that a person’s consumption of vodka increases by 18 percent if his birthday is during the
previous month, and, by 6 percent if there was a birthday of one of his peers in a group of 5
peers (median peer group size).!® The results are robust if I eliminate household members

from the sample of peers.'

15The RLMS team indicates that population of census blocks in the RLMS survey is in a range between 250 and
400 people. There are 459,000 census blocks in Russia (data on 2010 census). This number implies that average
population of the census block is 310 people (including females, youth and elderly). This number in turn implies,
that average population of peer group is 21 (adult males in the same age strata).

16 According to national statistics, the share of males of age 18-65 in the total population equals 30 percent.

7In the RLMS survey, people report the amount of alcohol they consumed during the last 30 days before survey
day. RLMS does not have data on daily consumption, so I cannot estimate correlation using day-level data.

18The coefficient ¢, in regression (9) equals 0.219. To get meaningful interpretation of the coefficient I look at
a The coefficient {, in regression (9) equals 0.219. To get meaningful interpretation I look at a peer group with
size 5 people and calculate the effect of having a birthday of one peer in this peer group. In group of 5, every
member has four peers, an so the effect of having one birthday of peers equals to & ¥ jc peers I (birthday) ;i /(N — 1) =
0.219%1/4=0.55.

Because I do not have data on all peers in a group, OLS estimates shown in Table 1 suffer from attenuation bias.

9The results are robust using a different measure of vodka consumption. There is no effect (or a small negative
effect) of peer birthdays on the consumption of other goods, such as tea, coffee, or cigarettes (see Table Al in the
appendix).
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Table 1: Birthdays and Alcohol Consumption.

All peers Without
household members
log(vodka consumption) log(vodka consumption)
Birthday of one of the peers  0.055 0.055
[0.017]*** [0.018]**
Own birthday 0.181 0.182
[0.040]*** [0.040]***
Year*month FE Yes Yes
Observations 64,133 63,886

Notes: Standard errors clustered at neigborhoodXyear level are in brackets.
*significant at 10%; ** significant at 5%; *** significant at 1%

3.3 Mortality

To analyze the effect of alcohol consumption on male mortality I use information on death
events that is available in RLMS survey.

Table 5 (panel B) shows the distribution of deaths and death causes for males from
different age cohorts. There are 626 death events; out of them 44 (or 7 percent) are deaths
of males 18-29 age old; 86 deaths (14 percent) are deaths of males of age 30-39; 149 (24
percent) are deaths of males of age 40-49 and 347 (55 percent) are deaths of males of 50-65
age old.

According to medical studies, the largest contributor to alcohol-related mortality among
Russian males are poisoning, accidents, injures, the second largest contributor are cardio-
vascular diseases (see Nemtsov, 2003, Leon et all 2007, Zaridze et al 2009, Shkolnikov et
al 2013). RLMS recorded 6 causes of death, namely heart attack, stroke, external causes
of death (accidents, injuries and poisoning), cancer, tuberculosis, and “other” causes. The
causes of deaths are reported only in 60 percent of death events. Deaths from poisoning,
accidents and violence are prevalent among young age cohorts. Out of deaths with re-
ported causes, the deaths from poisoning, accidents and violence constitute 63, 45, 29 and
9 percent of deaths of males of age 18-29, 20-29, 40-49, and 50-65 correspondingly. Deaths
from heart attack and stroke constitute 9, 17, 38 and 51 percent of deaths of males of age
18-29, 20-29, 40-49, and of age 50-65 correspondingly. Deaths from cancer that are mainly
not related with alcohol consumption are prevalent among older males. They constitute 6,
7,9, and 29 percent of deaths of males of age 18-29, 20-29, 40-49, and of age 50-65 corre-
spondingly.
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4 Estimation

4.1 Myopic Consumers

Myopic consumers maximize only the current per-period utility, m(a—i,ai,Si), and thus
discount their future utilities with discount factor g = 0.2

Estimation of the model proceeds in three steps. These steps are similar to the standard
25LS regression procedure.

At the first stage, I estimate beliefs (predicted probabilities of drinking) 6j(a; = 1|Si)
as a (arbitrary) function of state variables Si7,i7t.21
On the second stage, I estimate the remaining parameters of utility function by plugging

estimated beliefs into the following logit regression:

I(heavydrinker)y = P+ Z Ol (agestrata = k)6 (ajr = 1|Si) (10)
k

~+7Yhabit;; + F/Dit + T/Gﬂ', +ej

I assume age heterogeneity in peer effects, so I estimate § separately for every age stra-
tum.

The set of personal demographic characteristics D;, includes weight, education, work
status, lagged dummy for smoking, health status, age, age squared, marital status, religion,
size of family and log(family income). The (sub) set of peers’ characteristics G_;; that stands
for so-called exogenous effects includes the share of peers with college education, and the
share of unemployed peers. Variable habit is defined as lagged alcohol consumption.??
Besides, I allow effect of habits vary by age, i.e. vhabiti; = Yai;—1+ Yiai;—1 X ageir +pai—1 X
age?, where age is demeaned age.

The parameters of the model are identified under the assumption that the utility of one
consumer does not depend on the subset of peer demographic characteristics, and that ran-
dom components of personal utility are independent of peer demographic characteristics

20The expected utilities of myopic consumer are as follows: E. ;Uy(0)=0,and E, Uy (1) =60 (aj = 1|Si—i;)+
Yhabiti; + I'Dy +Y'G_jy + Pt +eir(1)

21The expression for the first stage is as follows: I(a; = 1)y = H(sit)'{ + €, where I; =I(ay = 1), H(si) is
a set of Hermite polynomials of state variables s; (for a discussion of non-parametric regression with Her-
mite polynomials see Ai and Chen (2003)). That is, H(s;) contains a set of Hermite polynomials up to the
third degree of S;_i; =U je{i’,i}{habitj,, Djt, Gy, P} In addition, it includes interactions of state variables
Uje(i,—iy{habit, Dji, Gy }. Tdo not extend the set of polynomials to a larger degree or include a larger set of inter-
actions because of the dimensionality problem. One important implication of this strategy is that p,, appears in
H(sir) only once: this happens because the dummy variable structure of fixed effects implies that pX, = p,. Still,
pm Will account for any variable (in any power) that varies only on the municipality x year level.

221 define state variable habir; as follows. Let state variable habit; = 0 if agejy < 18(years) . The transition process
of habit; is defined in following way: habity (S;—1,ai;—1) = ai;—1 + @iy if agey > 18, where a;,_; is the consumer’s
equilibrium choice of action in previous period, and ¢;; is (negligible) smoothing noise. ¢;, is added to ensure
existence of equilibrium. With this definition of habits, the model satisfies assumptions required for Markov
perfect equilibrium (see for example, Assumptions AS, IID and CI-X in Aguirregabiria and Mira, 2007 or Bajari et
al 2010) that is requred for dynamic models. A Markov perfect equilibrium (MPE) in this game is a set of strategy
functions a* such that for any consumer i and for any {S;, e;;}, where §; = Uje(i-iy {habitj, Dji, Gu, P } We have
that a} (S, eir) = b(St, eir,a” ;).
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(see Bajari et al. 2005 for proof).?® I discuss the robustness of my results in the section 6
and in section 7 in online appendix.
To estimate price elasticity,  assume that all price variation is captured on a municipality xyear
level. I obtain the municipality xyear fixed effects component of utility p,,, and then regress
Pm: on a log of the relative price of the cheapest vodka in neighborhood and a set of control
variables.
Pt = 0log(Price)y +¥' X + (11)

To find the exogenous variation of price, I employ two alternative strategies.

The set of municipality-level factors X, include average income, level of education and
unemployment rate in a region as well as regional and - depending on specification- time
fixed effects (IV regression) or smooth function of time trend (RK regression).

In the first specification, I utilize the regression kink design (RK) approach. Similar to
the RD (regression discontinuity) method, RK explores the non-smoothness of the policy
function to find the exogenous variation of the variable of interest: RK explores the kink
structure of policy functions (for example the kink in tax schedule) and uses the variation
in the slopes of the policy function around the kink to identify casual relationship (for the-
oretical treatment, statistical packages and discussion see Card, Lee, Pei and Weber (2012),
Calonico, Cattaneo, and Titiunik (2014), Lee and Lemieux (2010)). Under the assumption
that all other factors behave smoothly in neighborhood of kink, RKD succeeds in identify-
ing a casual effect by looking at the change in the slope of an outcome variable.

In the RK estimation, I explore a kink in the policy regime of the excise tax on vodka. In
2000 the Russian government introduced a specific excise tax on vodka.?’> Since that and
till 2011 the excise tax was updated to catch up with consumer price index (CPI). Since 2011
tax grew twice the rate of CPI growth.

Figure 2 below shows how excise tax, the price of vodka and CPI changed in the last 15
years.

23Exclusion restriction requires that subset G_; does not contain all set of demographic variables. From game-
theoretic point of view it seems to be reasonable assumption: for example, consumer does not have higher utility
when she/he drinks with peers with different weight, different marital or health status. In Sections 6 and in online
appendix I will provide discussion of identification assumptions as well as different robustness checks of obtained
results, by allowing different sets of demographic characteristics to be excluded as well as allowing. Results of
these regressions are robust to choice of specifications, and J-tests for every specification support hypothesis that
excluded variables are exogenous.

24Regional fixed effects capture factors that affect utility of drinking and that invariant at regional level (such as
average temperature or predominant religion) whereas time fixed effects capture time-invariant factors that affect
utility of drinking (such as effect of financial crisis of introduction of federal alcohol regulation).

25The excise tax on vodka was introduced before 2000. However, before 2000 it was collected as an ad velorem
tax that resulted in large scale tax avoidance. Stores under-reported prices on vodka and subsequently under-paid
taxes. As a result, starting in 2000, a fixed excise tax per bottle of vodka was introduced.
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Figure 2: Excise tax on vodka, the average price of vodka and CPI
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excise tax, vodka — — — price of 0.5I bottle of vodka

Source: Rosstat (www.gks.ru), Rosalcoholregulirovanie (www.fsrar.ru)

Figure 6 show averages (by year) of vodka prices and alcohol consumption according
to RLMS data. Table A2 in Appendix shows excise tax rates in years 2000-2014. To find the
RK estimates, I modify regression (7) above to be as follows

Pt = Olog(Price)y; + f(t) + Ny + ¥ Dy + thyy (12)

Here, f(¢) stands for the smooth function of time variable (defined as ¢t = year —2011),
n, stands for regional fixed effects, and a set of control variables D,, includes log CPI, the
regional averages of income, education and employment. log(Price),, is instrumented by
the kink in policy regime of excise tax that was calculated as ¢ * I(year > 2011).

I work with two bandwidths. First, I use the whole sample of years for which data on
the excise tax is available (global polynomial approach), i.e. years 2000-2014. Second, I
use years 2008-2014, i.e bandwidth of size 3 (local polynomial approach).?® In the global
polynomial approach, f(¢) is parametrized as second order polynomial of time variable; In
the local polynomial approach, f(¢) is parametrized as linear function of time.

For robustness, I re-run RK regressions discussed above with different instrumental
variable. Instead of the kink variable ¢ « I(year > 2011), I use exact values of excise tax as an
instrumental variable (excise tax profile is shown in Table A2 in appendix).

As an alternative, I use the data on regional regulation of the alcohol market to in-
strument the price variable. The time span for IV analysis is years 1995-2008. During
these years (Yeltsin’s presidential terms and the beginning of the Putin administration)
Russian Regional authorities had substantial freedom to impose regulation procedures on

local markets. I collect data on regional regulation of the alcohol market during this time,

26The bandwidth size is chosen according to Imbens and Kalyanaraman (2012) procedure for first stage re-
gression. The bandwidth size is equal to 2.86. I then choose similar for all specification bandwidth with size of
3.
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count down additional regulations that regional government imposes in a particular year,
and use number of additional regulations imposed by the regional government as an in-
strument in IV regressions.”

I obtain IV estimates from the following regression

P = Olog(Price)y; + My + Mg +1M¢ + Y Dyt + (13)

Here D, includes log CPI, regional averages of income, education and employment; 7,
and 7y stand for time and federal district fixed effects, tn; stand for federal district-specific
time trends.?

In addition I combine the global polynomial version of regression (10) and regression
(11) in one IV regression with two instruments: federal excise tax on vodka and regional
regulation combined.

P = Olog(Price)y + f(t) + Mg +1M7+ P Dy + thyy (14)

In this case, D,,; also includes indicators that the data on the excise tax of vodka is
missing (for years 1995-1999) and data on regional regulation is missing (years 2009-2014).
Both instruments are set to be 0 in years when data on them is missing.

Finally, because I applied sequential estimation that involves several steps, I calculate
standard errors using a bootstrap procedure. The standard errors in regressions (7) — (11)
as well as standard errors in the dynamic model are calculated using a bootstrap procedure
with re-sampling clustered at the municipalityxyear level. Reported standard errors are
based on 500 replications.

4.2 Forward-looking consumers

Here I present an estimation strategy for forward-looking consumers (with g = 0.9). My
estimation procedure follows Bajari et al. (2007).%

27 As a rule, regional regulations are imposed for two reasons. First, regulations are a popular tool for increasing
regional budget revenues: the excise tax and license tax are two of the very few taxes that go directly into the
regional budget. Second, the regional regulations are imposed in the result of the lobbying of local firms and/or
tollbooth corruption (see Yakovlev 2008, Slinko et al. 2005). This implies that the introduction of new regulation
is generally not motivated by public health reasons.

28 A federal district is a larger territorial unit compared to a Russian region. RLMS surveys people within 8
Federal districts that contain 34 Russian regions. In the robustness section, I estimate IV regressions with regional
FE and regional-specific trends. In this case, due to lack of variation that remained after accounting for regional
and regional - specific trends, instruments do not have sufficient predictive power: Although instruments are still
(statistically) significant, the F-test does not exceed 7. Still, the point estimates of elasticities in this case are very
similar to the main IV specifications, although in many cases coefficients lose statistical significance.

2For surveys of dynamic discrete models, see research by Aguirregabiria and Mira (2010) and Bajari et al.
(2011b). Compared to many other studies, the estimation strategy proposed by Bajari et al. (2007) has three
advantages. First, this estimation procedure does not require the calculation of a transition matrix on the first
stage. Avoiding this calculation decreases errors of estimation. Second, this estimation strategy allows sequential
procedure estimation, wherein every step of estimation has closed-form solutions. This means that one can avoid
mistakes and problems related to finding a global maximum using a maximization routine. Finally, this estimation
procedure does not require discretization of variables. This flexibility of the estimation routine allows me to work
with the same extensive set of explanatory variables as in the myopic (static) model and thus makes these two
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The idea of this estimation is as follows. After applying two well-known relationships
— Hotz-Miller inversion and expression for the ex-ante Value function — the choice-specific
Bellman equation

Vi(air, Sir) = Ee,,-ﬂit(a—iz’ait =1,8i) + BE(Vi(s+1)|air, Sir) (15)

can be rewritten as two moment equations (for derivation see Proof Al in Appendix
and Bajary et al 2007, 2011):
Bellman equation for V;(0,s;)

Vi(0,8it) = BE;+1(y—log(0i1+1(0)) +Vi(0,Si11)|Si, ai = 0) (16)
Bellman equation for V;(1,s;)

In(oy(1)) —log(0i(0)) + Vi (0,Si)i = miy (a—it,air = 1,5i,0)

17)
+BE; 11 <7+ Vitr1 (OaSit+1) - lOg(Git+1 (0))|ait = 1>Siz)
These two equations together with a moment condition on choice probabilities
E(I(Lli:k)|S,'t) = O'i,(k\S,-,), ke {O,l} (18)

form the system of moments that I estimate in next section.

The first step of the estimation procedure resembles the first step in the estimation of
the myopic model: I obtain estimates of beliefs (choice probabilities) 0';(\0) and G;-(\l).

On the second step, I estimate Vj;(0,S;) as an (arbitrary) function of state variables S,
by solving a sample equivalent of the moment condition (16).

To do it allow Vi (0,S;) to be a (hermite) polynomial function of state variables H (s;)' it

and find V;(0,s;) = H(s;)'ft by finding fi that solves equation /(a; = 0)[H (si)'ft] = BI(aiy =

0)[(tog(1 +exp(log(iri (1)) ~ log(Giy 1 (0))) +H(si 1) .

On the third step, I estimate 7(1,S;) by solving sample the equivalgn\t of momegt\ con-
dition (17). I estimate 7(1,s) by solving for 6 equation /(a; = ll[s\{é +Vir(0,5) +10g(0u(1)) —
10g(0(0))] = BI(ai = 1)[y+ (log(1 + exp(log(Tir+1(1)) — 10g(0ir1(0))) + Vir (0, 514-1)].

The estimation of price elasticity is similar to that employed in the myopic case.

To simplify the description of the procedure, I start with an estimation of elasticity
under the assumption that the government changes the price without changing consumers
expectations over future price movement.

To calculate elasticity in this case, I obtain the municipality xyear fixed effects compo-
nents Py (), Pt (EV'1), P (EV0) of my estimates of per-period utility of drinking 7y (a_i,ai =

models comparable.

30This sequential estimation procedure is not efficient. One can improve efficiency by solving three moment
conditions together. In this case, however, there is no closed-form solution, and so one will face computational
difficulties related to the problem of finding the (correct) global maximum of the GMM objective function with
many variables.
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1,s;), and conditional expectation of the future value function, BE (V;(Si+1)|ar = 1,Si), and
BE(Vi(Sit+1)lai =0,S;). Then, I calculate the aggregate effect of the fixed effect components,
Pt

ﬁmt = ﬁmt(n) +pmt (EVI) _ﬁmt (EVO) (19)

and regress p,,; on the log of the relative price of the cheapest vodka in the neighbor-
hood (with the same set of instruments as in myopic case):

Pmr = Olog(Price)m + ¥ X + thny (20)

This estimation procedure relies on assumption that consumers, when forming their
expectations about future prices, use the rule of price motion guessed from their previous
experience. In Russia, the price of alcohol is volatile, and the rule of price motion demon-
strates significant mean reversion (see Table A5 in appendix). Therefore, the estimation
above implies that consumers believe that the current increase in price comes before it’s
future decrease. If the government increases price permanently and credibly promise that
the price will not decrease in the future then the expectations of consumers should be cor-
rected.

To estimate price elasticity in this case, I make two simplifying assumptions about the
price transition process and about the parametrization of the choice-specific value func-
tions.

First, I assume that the price-transition process is independent of all other state vari-
ables and personal choice of action, and that it follows the AR rule of motion: log(p;s+1) =
®o + 91l0g(pir) + @i, where E(w;|pi) = 0. Second, I assume the following parametriza-
tion of the choice-specific Value functions: V;(Sir,a,—1 = j) = ¥;log(p;) + Vi({Si/p: }), where
j€{0,1}, and {Si:/p:} is a set of state variables excluding price.

Under these assumptions, price elasticity can be estimated from the regression of mod-
ified fixed effect component Py, !

Bt = P () +¢71(ﬁmt(EV1) — bu(EVO)) (1)
1

on the log of the relative price of the cheapest vodka in neighborhood:

ﬁmt = Gl()g(Price)mt -+ lI//th + Ut (22)

In the dynamic model, I use the only the regional regulation variable as instrument for
price. I do not explore RK estimates because of data restriction. The data on p,, is not
calculated for the last year of 2014 because, when calculating Pmi, I use information on the
leads of variables (see step 3 of estimation procedure). Without year 2014, not enough data
remains to the right side of the kink (2011).

31Gee note 1 in appendix top for proof.
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I estimate the model under two different normalizations of the consumer’s utility. In
contrast to the myopic case, the dynamic model’s estimator of parameters depends on the
chosen normalization. In base specification I normalize the utility of not (heavy) drinking
to be 0. In the second specification, I normalize the utility of (heavy) drinking to be 0.

4.3 Effect of mortality

To model the effect of a change in vodka price on mortality rates I estimate the effect of
heavy drinking on death rates using hazard of death regression

A1, X) = exp(XB)Ao(7) (23)

where A(?) is the baseline hazard, common for all units of population.

I use a semi-parametric Cox specification of baseline hazard. A set of explanatory vari-
ables X includes I(heavy drinker), I(smokes), log of family income, Health self-evaluation,
body weight, current work status, and educational level. I allow heavy drinking to have a
heterogeneous (by age stratum) effect on hazard of death. Younger males are more likely to
be engage in hazardous drinking, which increases hazard rates. For younger people, other
factors that affect hazard of death — such as chronic diseases — play a smaller role, and so
the relative importance of heavy drinking as a factor of mortality is high.

5 Results

Estimates of per-period utility parameters are shown in Table 2 below and in Tables 6
through 8. For myopic consumers, the per-period (indirect) marginal utility with respect
to log(price) is equal to -0.5 and -0.838 for base RK and for IV regressions respectively.>?

For a myopic consumer with a mean level of all demographic characteristics, the marginal
utility of -0.5 implies that, for example, an increase in the price of vodka by 50 percent will
lead to a decrease in the probability of heavy drinking by 4 percentage points (from 0.25 to
0.21).

For forward-looking consumers, the per-period (indirect) marginal utility with respect
to log(price) is equal to -0.7. To evaluate the effect of a change in price on forward-looking
consumers, one must know not only the consumer’s per-period utility but also have an
expectation of the consumer’s future value function. The marginal value function of con-
sumers with respect to log(price) is equal to -1.025.3* The marginal value function of -1.025

%2The RK estimates (with different bandwidth sizes, instruments and kernel specifications) vary in a range from
-0.3 to -0.6 (see Table 7). Coefficients are statistically significant for RK estimates with a bandwidth of size 11. In
RK regressions with bandwidth size 3 coefficients are same in magnitude, but lose statistical significance due to
the decrease in sample size (and therefore loss of power).

33Elasticity is calculated under assumption that a price increase is permanent. In the event that the government
cannot ensure that the change in price is permanent, the elasticity is -0.765. For description of the calculation pro-
cedure see Appendix. It worth noting that estimations of utilities and response functions, although different, do
not differ dramatically in the myopic and forward-looking models. A possible explanation of this phenomenon is
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implies that an increase in the price of vodka by 50 percent leads to a decrease in the prob-
ability of becoming a heavy drinker by 6.5 percentage points.

In both myopic and forward-looking specifications, I find that peers have a strong ef-
fect on younger generations, with the effect decreasing with increasing age. For the two
youngest strata, the effect is statistically significant. For myopic consumers, s equals to
1.4, 0.83, 0.305, and 0.205 for ages 18-29, 30-39, 40-49, and 50-65 respectively. For forward-
looking consumers, s equals to 1.223, 0.709, 0.354, and 0.367 for ages 18-29, 30-39, 40-49,
and 50-65 respectively.

The myopic model allows for an immediate statistical interpretation of the coefficients:
an increase in average per alcohol consumption of 0.2 (corresponding to a situation in
which one out of five peers in a group becomes a heavy drinker) will increase the prob-
ability of becoming a heavy drinker for the the “mean” person in age group 18-29 by 5.4
percentage points, and for “mean” person in age group 30-39 by 2.8 percentage points.
Again, the forward-looking model does not allow immediate statistical interpretation. In
Table 6, I present point estimates of the marginal utility and marginal value function of
peers, evaluated at the mean value of other state variables.

Table 2: Consumer’s utility parameters. Point estimates.

Myopic consumers Forward-looking consumers
Per-period utility ~ Value function

Log(vodka price) -0.500%**  -0.838**  -0.444*** -0.700** -1.025**
peer effect, 5:
age 18-29 1.404**  1.404**  1.404*** 1.223%** 1.275%**
age 30-39 0.833***  0.833**  0.833*** 0.709** 0.845**
age 40-49 0.305** 0.305** 0.305** 0.354 0.413
age 50-65 0.205 0.205 0.205 0.367 0.465
Instruments for price (1) 2) 1+(2) 2) 2)

Note: Sets of instruments: (1) Kink in excise tax, (2) Regional regulation
* significant at 10%** significant at 5%; *** significant at 1%

The description of utility parameters above does not offer a full picture of what happens
with consumer decisions regarding heavy drinking when the price of alcohol changes. One
needs to calculate new equilibrium consumption levels after the price has changed, as well
as to take into account that the change in price will have an effect on future consumption
through a change in habits. To evaluate the response of a consumer to a price change, I
evaluate the cumulative effect of own elasticity, the peer effect, and the effect of a change in

as follows: During the lengthy period in my analysis, Russia was in a period of transition. During this time people
were uncertain about the future, and in particular about the realization of state variables such as future alcohol
prices, future career, and income. In the context of my model, this may imply that consumers expectations about
future value function are noisy, possibly not correlating with current state variables or having a strong effect on
consumer decision. In this case, even if in reality consumers are forward-looking, an estimated “myopic” indirect
utility may be a good enough approximation of the choice-specific value function. Table A5 in the appendix illus-
trates this point. My data imply that in this case, consumers should expect a significant mean reversion in price
movement. According to column 2 of Table A5, a ten percent change in price today is associated with only a four
percent change in the expected price next year.
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habits (and other state variables). To do this, I simulate consumer response to a permanent
fifty percent increase in price for the 5-year period after the price change.

Figure 3 illustrates the decomposition of the cumulative response to the change in price
for males age 18-29 for the myopic model, base RK specification. Dashed lines show the
effect of a price increase on myopic consumers for three situations: in a model where peer
effects and habit formation are included, in a model without peer effects, and in a model
without habit formation. The difference in effects refers to the effect of the social multi-
plier and of the “habit multiplier.” Solid lines show the effect of a price-increasing tax for
forward-looking consumers. The model predicts a decrease in the proportion of heavy
drinkers by 6 percentage points, from 23.3 percent to 17.2 percent over five years. Tak-
ing into account only peer effects or only habit formation leads to a prediction of smaller
changes (4 percentage points in case with (only) habits and 5 percentage points in case with
(only) peer effects). Finally, own price elasticity results in a one-time change of 3 percentage
points, which is approximately half of the cumulative effect.

Figure 4 below illustrates the simulated effect of an increase in price for myopic and
forward-looking consumers in different age strata. In this example, I work with estimates
obtained for the myopic model in base RK specification and for the forward-looking model
in base IV specification.>*

According to the base myopic model in five years after the introduction of a price-
raising tax, the proportion of heavy drinkers will decrease by one-fourth. The effect is
higher for younger generations because of the non-trivial social multiplier. In the base
model with forward-looking assumptions on consumer behavior, the predicted magnitude

of change in the proportion of heavy drinkers is 1.5 times larger.

5.1 The effect of a change in vodka price on mortality rates

In my second experiment, I model the effect of a change in vodka price on mortality rates.
Alcohol-related mortality stands for 45 to 60 percent of deaths of Russian working-age
men (see Leon et all 2007, Zaridze et al 2009). The pattern of alcohol-related mortality in
Russia differs significantly from that in Western Europe or in US. Whereas the death pool
associated with alcoholism or chronic diseases in Russia is relatively low, the mortality
from hazardous drinking such as accidental poisoning, alcohol-related accidents and in-
jures is extremely high (see Shkolnikov and Messe, 1996, Nemtsov, 2003, Leon et all 2007,
Zaridze et al 2009). The largest contributors to alcohol-related mortality are poisoning, acci-
dents and injures, the second largest contributor is cardiovascular diseases, such as sudden
heart stop under alcohol intoxication or stroke. The main death burden that comes from
excessive alcohol consumption lies on males of age 18-50 for which hazardous drinking is
prevalent (see Nemtsov, 2003, Leon et all 2007, Zaridze et al 2009, Shkolnikov et al 2013).

34The base IV estimates for myopic model predict a price response that lies in the middle between predictions
of these two models.
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Table 9 shows the estimates of the effect of heavy drinking on hazard of death.?> The
effect of heavy drinking is highly heterogeneous by age. The hazard of death for heavy
drinkers age 18-29 is 9.9 times higher than for other males of the same age. The hazard of
death for heavy drinkers of age 30-39 is 5.5 times higher. The hazard of death for heavy
drinkers of age 40-49 is 1.8 times higher. There is no statistically significant difference be-
tween hazard rates for heavy drinkers and non-heavy drinkers of age 50-65. Absence of
correlation between hazard of death and alcohol consumption for oldest age cohort might
be due to the fact that people with serious illness consume little alcohol and at the same
time have higher risk of death. The bias due to this confounding factor is especially high for
old people with high rates of chronic diseases, cancer and other illnesses. Even when con-
trolling for observable health indicators, the unobservable differences in health may drive
this result. Also, because regression estimations are done for a relatively-short period of 19
years, they do not capture very long run (negative) consequences of alcohol consumption.

Using hazard-of-death regression estimates, I simulate the effect of a change in vodka
price on mortality rates.

Figure 5 shows the simulated effect of increasing the price of alcohol on mortality rates
for males of the three youngest age strata. The simulated effect (in case of myopic con-
sumers) of introducing a 50 percent tax is a decrease in mortality rates by one-fifth (from
0.45 percent to 0.36 percent) for males age 18-29 years, by one-seventh (from 0.71 percent
to 0.62 percent) for males age 30-39 years, and by one-twentieth for males age 40-49 years.
There is little immediate effect on the mortality of males of older ages. In other words, a
50 percent increase in the price of vodka would save 30,000 (male) lives annually. This is a
lower bound (in magnitude) estimate of the effect. Under the “forward looking” assump-
tion as well as in the other specification of the myopic model (IV regression) the effect of
this policy is more than 50,000 saved lives.

I find also that when agents have bounded rationality (that is, do not take into account
the effect of consumption on hazard of death), the value of saved lives overweight the
losses in consumer and producer surpluses, and in result an increase in vodka price by 50
percent improves welfare. Besides, under certain assumptions about consumer utilities, a
tax increases consumers welfare even for fully-rational agents. (See Online Appendix for

elaboration and discussion of this result).

35Table OA4 in online appendix reports estimates of hazard of death by different causes of death. Unfortunately,
the causes of death are reported in less than 60 percent of death cases. RLMS recorded 6 causes of death, namely
heart attack, stroke, external causes of death (accidents, injuries and poisoning), cancer, tuberculosis, and “other”
causes. Splitting death events in different groups reduces of power of the tests, and increases standard errors
of coefficients. For young generations correlation between heavy drinking and hazards of death is positive for
all causes but tuberculosis, and statistically significant for death due to accidents and poisoning, due to other
reasons. The only positive correlation between heavy drinking and risk death for older age cohort (of age 50-65)
is found for hazard of death due to poisoning, violence and accidents. Table OAS5 in online appendix reports of
hazard of death with different measures of heavy drinking. Results are the same.
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6 Identification Assumptions, Robustness checks and Dis-

cussion

6.1 Discussion of Identification Assumptions

In this section, I discuss the identification assumptions of price elasticity estimation in my
model. Discussion of identification assumptions of peer effect and habits can be found in
the online appendix (see Sections 8.1 and 8.2).

Tables 7 and 8 show results of the F-test for the relevance of instruments in both fuzzy
RK and IV regressions correspondingly. Column 7 of table 7 and table 8 show F-statistics
for base RK and IV regressions correspondingly. F-statistics equal 27.15 for the base RK and
43.3 for the base IV regression. Both F-statistics exceed 10, so instruments are strong. In
other global polynomial RK regressions, F-statistics are in range from 27 to 51 depending
on specification (see columns 8-10 of table 7). In the local polynomial RK regression F-
statistics is equal to 8, due to small sample size and lack of power to provide corresponding
test.

The identification of RK estimates relies on several additional assumptions.

First, the price policy regime should have a kink at year 2011. Second, predetermined
covariates that affect outcome Y should have a smooth - at year 2011- profile.

I test these assumptions by checking for presence of kink and discontinuity from the

following regression

You = Op[I(after2011),, x t] + oyt + 0at® + 1y + (24)

and

Yo = 0L (after2011),,] + ot + 0ot + 1y + tt (25)

where ¥, stands for prices and alcohol consumption variables as well as pre-determined
characteristics (average educational level, income, employment). Here ¢ and #> stand for
time and time squared and 1), stands for regional fixed effects. Coefficient o in regression
(18) shows the size of the kink; coefficient oy in regression (23) shows the size of the jump
in year 2011. The regressions are estimated for the sample from 2000 to 2011.

Table 10 shows the estimation results. It shows a statistically significant kink (oy) for
regressions with price and alcohol consumption, but no evidence of kink in regressions
where Y stands for demographic and socioeconomic characteristics. It also shows no evi-
dence of a jump, except for one regression.

In addition, I perform a simulation experiment where I move a placebo date of kink
from year 2006 till year 2013 and estimate regression (23) above for the sub-sample of years
within an interval of three years from the placebo kink date.?” Figure 7 shows the levels

36 o is statistically significant in one regression where educational level is the dependent variable.
%In these regressions, I add linear function of time instead of quadratic polynomial function of time.
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and 95 percent confidence interval of oy for the regressions with different placebo dates of
kink. With the presence of kink one should expect that graphs should have a U (or inverse
U - depending on the sign of the kink) form with the top (bottom) around 2011. Indeed,
Figure 7 shows exactly this pattern for regressions with prices, but not for demographic or
socioeconomic characteristics.

6.2 Alternative Elasticity Estimates

Table A3a in the appendix presents point estimates of elasticity for alternative specifica-
tions. Table A3a shows RK and IV estimates for different sets of instrumental variables
with different set of regional fixed effects, which are included in the regression, as well as
under a different assumption about price movement in the forward-looking model. All
estimates lie in a range from -0.066 to -1.787, with a mean of -0.823 and median of -0.802.

Table A3b shows RK estimates for alternative definitions of heavy drinkers. In first
model heavy drinkers are defined as those who belong to top 25% by alcohol intake within
every 10 years age cohort. In second model, heavy drinkers are defined as those who
belong to 50% by alcohol intake. In third model heavy drinkers are defined as those who
belong top 25% by frequency of alcohol consumption (days per week). According to table
A3Db, the price elasticities of heavy drinking for these three models are in range from -0.36
to -0.61.

Table A3c shows RK estimates for regional sales of alcohol. According to table A3c, the
price elasticities of alcohol consumption are in range of -0.56 to -0.81.

Table A3d in the appendix presents reduced-form elasticity estimates from a linear
global RK regression

Share of heavy drinkers,, = 0log(Price)y; + ¥ X + (26)

The variable Share of heavy drinkers,,; stands for the share of heavy drinkers in the
neighborhood. The RK specification is similar to the global polynomial specification dis-
cussed above.The set of control variables X, includes a second order polynomial of time
(running) variable and averages of the following variables: education, work status, lagged
I(smokes), lagged I(heavy drinker) interacted with quadratic function of age , health status,
weight, age, age squared, marital status, religion, size of family and log(family income).

In addition, I obtain reduced estimates of elasticity for different age cohort groups.®

Table A3d in the appendix reports price elasticity estimates. Columns 1-4 show the
estimates for elasticity for two kernel types, triangular and rectangular, and for two instru-
ments, Excise tax on vodka and runxI(after2011). The elasticity estimates lie in a range from

-0,053 to -0,113, and all are statistically significant.?* In the main specification, regression

3 The regression specification in this case as follows: Share of heavy drinkersy; = Y. 8:10g(Price)um 8¢ +¥' Xz + thr,
where 8, are cohort fixed effects.

3Remind that Table OA1 presents results of linear regression whereas main specification regressions (Tables
5-7) present results of logit regression, that make direct comparison of coefficients senseless.
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with triangular kernel the elasticity of heavy drinking with respect to price of vodka is
equal to -0.092. This means that increase in price of vodka by 50 percent will result in an
(immediate) decrease in the share of heavy drinkers by 4.6pp: from an average of 25pp to
20.4pp, i.e. an effect similar in magnitude to those discussed in Figure 4. Columns 5-8 of
Table A3d show estimates for cohort specific elasticities. In all specifications, the elasticities
for the two youngest cohorts of age 18-29 and age 31-40) are higher than that for older co-
horts, which coincides with the observation of higher social multiplier effects for younger

generations.

6.3 Comparison with elasticity estimates from other studies

The simulation example discussed in the Results Section (see Figure 4) implies that the
short-run elasticity of heavy drinking equals -0.44 and long run elasticity equals -0.52.40 41

These estimates are comparable with elasticity estimates that come from meta-analysis
studies (See Leung et al 1993, Wagenaar et al. (2009). The latest meta-analysis study, Wage-
naar et al, 2009 reports an average elasticity of -0.44 for total alcohol intake, and of -0.28 for
heavy drinking.*? In our data, the fact that the average price elasticity of overall alcohol
intake is -0.44 implies that the price elasticity of my measure of heavy drinking is equal to -
0.53. The available estimates of elasticity of alcohol in Russia (see Andrienko and Nemtsov,
2006, Treisman, 2010) report elasticities of total alcohol intake in range from -0.145 to -0.67.
Again, our estimates are in a range between these two numbers.

Finally, when constructing a measure of heavy drinking I use data on both official and
home-made alcohol (moonshine or samogon) and thus take in account all possible substi-
tution effects. RLMS has data on consumption of various alcoholic beverages including
moonshine. Moonshine consumption is legal in Russia so there is no reason to expect high
(compared to other alcohol) under-reporting of moonshine consumption. Indeed, moon-
shine (an inferior good) became less popular in Russia. According to RLMS data, the aver-
age - across all years - share of samogon in total alcohol intake equals 7 percent . Moreover
since year 2009 the share of samogon does not exceed 5 percent, and, importantly, there
is no increase in share of samogon in 2011-2014, when of price of vodka increased signifi-
cantly (see Figure A3 in appendix).

6.4 Robustness of Dynamic Model Assumptions

First, I did not model the idea that consumers probably correctly estimate their hazard of

death, and so I now take this into account. I verify the robustness of the results after ac-

%Share of heavy drinkers __ (0.233—0.181)/0.233 __ .
= 05 = 0.44;

401y Figure 4 elasticities are as follows: SR Elasticity = Toprice

LR Elasticity = %Share 0_{;0/pz<;?;37 drinkers _ (0.23370(.)1572)/0233 —0.52
41 As a reminder, because I use logit regression, the coefficients in the regression estimates themselves are not
informative.
420wn price elasticities for different kinds of alcoholic beverages suggest higher elasticities than that for total
alcohol intake because of the substitution effect.
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counting for this factor. In this robustness experiment, a consumer has discounting factor
BA(t,s), where hazard rates depends on state variables, and also on a consumer’s decision
about heavy drinking. The results of this estimation are presented in Table A4 in the ap-
pendix. Again, utility parameters do not differ from those shown above because actual

hazard of death is very small, especially for the younger generation.

6.5 Extension

In this section, I provide an informal toy test of which model, myopic or forward-looking,
does a better job of explaining the data.

To start, it is worth noting that the seminal result of Rust (1994) states that, in general
set-up cannot identify the discounting parameter. One must impose parametric restric-
tions in order to obtain identification from the model. In addition, in order to estimate of
the discounting factor, I have to impose additional strong simplifications. Therefore, this
informal test should be treated at most as only suggestive. More detailed elaboration and
estimation of the discounting factor is out of the scope of this paper.

In the main text of this paper, I use sequential procedure of estimation of the param-
eters, which provides little guidance regarding which f is better in describing the data.
To provide an informal test, I first simplify my model, and then use maximum likelihood
with the nested fixed-point estimation algorithm described by Rust (1987) instead of the
sequential algorithm described above.

I test separately whether agents behave as forward-looking or as myopic when dealing
with three different factors - price of alcohol, self-evaluated health status and hazard of
death. All of these factors may serve as instruments for policymakers who can change
taxation and provision of information about future consequences of unhealthy habits.

In all three models, I assume that consumer utility depends on two variables. The first
variable, habits, is similar in all three models. The second variable is model-specific: the
price of vodka in the first model, self-evaluated health status in the second model and haz-
ard of death in the third model. In the model with hazard of death I estimate a model in
which consumer utility depends on habits and hazard of death. The hazard of death is
evaluated from the Cox hazard model (see equation 23) as a function of alcohol consump-
tion, self-evaluated health status, indicators that the person had surgery last year, marital
status and employment status.

To implement nested fixed points algorithm, I have to discretize variables that I use in
these models. Habits already were discrete (with two values), price of vodka, hazard of
death and health status are discretized and have five values.

Table A6a in the appendix shows point estimates of § that brings the maximum of
likelihood functions.

The log likelihoods for both myopic and forward-looking models are almost the same,
with a slightly-higher likelihood in the myopic model with the price of alcohol and slightly-
higher likelihood in the forward-looking model in the model with health status. In the
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model with price, B that maximizes the likelihood function equals to 0. In the model with
health status, 8 equals 0.99. In the model with hazard of death, the 8 equals 0.47.

The result that agents discount so heavily the future flow of utilities may be explained
by the fact that heavy drinkers do not behave fully rationally. An other explanation is an
unpredictability of the factors that enter in utilities in my models.

Since the price of alcohol is volatile in Russia, agents may not be able correctly predict
prices, and, as a result may ignore future prices in their current decision on heavy drinking.

A similar issue is relevant for the hazard of death. In contrast to the model with self-
evaluated health status, in which agents directly observe their own health and use pre-
vious experience, the effect of drinking on the hazard of death is more difficult to pre-
dict.*3 The largest contributors to alcohol-related mortality of Russian working-age males
are poisoning, accidents and violence, but not alcohol-related diseases, such as liver cir-
rhosis (see Zaridze et al 2009).** Poisoning, accidents and violence may happen at random
with healthy people too, and therefore it may be hard to predict the hazard of death based
on, say, personal health evaluation. Indeed, Table A6c shows that, although heavy drink-
ing, as well as bad health, significantly increase the hazard of death, these effects do not
interact. In regression with binge drinking and (bad) health variables, interaction terms
between bad health and binge drinking are statistically insignificant. Besides, excluding
heavy drinking from regressions does not change coefficients on (bad) health indicators.
In contrast, some factors that can potentially help heavy drinkers not to get in accidents or
other risky events, such as marriage and religion, do decrease the harmful effect of heavy
drinking. The interaction terms between heavy drinking and these factors are negative.

To further check results, I provide a simple reduced-form test for myopic behavior sim-
ilar to that in Chaloupka (1991). I regress the indicator of heavy drinking on current prices
of vodka as well as on lead and lag prices of vodka (instrumenting them by current, lead,
and lag of excise tax of vodka). I find that heavy drinking depends on current prices, but
not on lead prices (see Table A6b). This result confirms the observation that consumers
do not take future prices into consideration when deciding on heavy drinking. In contrast,
when I regress indicator of heavy drinking on current, lead and lag health status, I find that
not only current, but also lead health affect current alcohol consumption: Both coefficients

on current and lead health status are statistically significant (see Table A6b).

43 Arcidiacono et al (2007) studied decisions on smoking and alcohol consumption for old adults in US. In their
model the utility of agents depends on health status, alcohol consumption and smoking. They find that likelihood
function for B = 0.9 is similar to, still slightly exceeds that for § =0, and f that brings maximum to likelihood
equals to 0.91. In contrast to our study old adults in US obtain strong signals of increasing risk of death due to
heavy drinking through changes in health, and thus react correspondingly.

4 According to official statistics, one third of deaths of working-age males in Russia are due to external causes
such as alcohol poisoning, accident, and violence that mainly happen during alcohol intoxication (see Rosstat
data, www.gks.ru).
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7 Conclusion

In this paper, I estimate a dynamic model of drinking behavior that incorporates several
important determinants of drinking such as price of alcohol, neighborhood (peer) effects
and drinking habits.

I fit the model to Russian micro level data. The nature of Russian data allows me to
identify several key parameters of the model.

To estimate the price elasticity of heavy drinking, I explore a kink in the policy regime of
excise tax on vodka. In 2011 the Russian government introduced a new tax policy regime.
Before 2011 the excise tax on vodka was growing proportionally to CPI index. Since 2011
the tax growth rate twice exceeded the CPI growth. I use the kink in tax policy regime
to apply regression kink estimation to establish the causal relationship between price and
drinking. I show that RK estimates are similar to the results of instrumental variables
regressions where variation in regulations of regional alcohol markets was used as instru-
ment for price of alcohol.

The clustered structure of the dataset I use allows me to find the effect of close neighbors
(peers) on individual drinking behavior. In particular, I show that neighbors indeed affect
individual decision-making regarding drinking behavior by documenting a strong increase
in alcohol consumption around the birthday of neighbors.

These results are especially important from the policy perspectives, since alcohol con-
sumption is a big problem in Russia itself. Over the past twenty years, Russia has expe-
rienced one of the largest historical surge in mortality during peace time, and it is widely
attributed to heavy alcohol consumption.

I find that the probability of being a heavy drinker is (relatively) elastic with respect
to the price of alcohol. I also find that peers play a significant role in the decision-making
regarding drinking of Russian males below age 40. The presence of a social multiplier re-
sults in significantly higher elasticity of alcohol consumption for younger cohorts. Finally,
I find that the assumption that consumers are forward-looking gives higher estimates of
price elasticity compared to “myopic” case.

To illustrate this finding, I estimate the impact of public policy (specifically, higher tax-
ation) on the demand for heavy drinking and consequently on mortality rates. I simulate
the effect of imposing the tax that increases the price of vodka by 50 percent. The myopic
model predicts that five years after the introduction of the price-raising tax, the proportion
of heavy drinkers will decrease by roughly one-forth — from 25 to 18 percentage points.
The effect is higher for young generations because of the non-trivial effect of the social
multiplier. This cumulative effect can be decomposed in the following way: own one-
period price elasticity predicts a drop in the proportion of heavy drinkers by roughly 4.5
percentage points, from 25 to 20.5 percent. In addition, peer effects and habit formation as-
sumptions increase the estimated price elasticity by 1.9 times for younger generations, and
by about 1.4 times for the older generation. In a model with forward-looking consumers,
the effect of a change in price is higher by roughly 30 percent.
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With this established, I simulate the effect on mortality rates of this increase in the price
of alcohol. I find significant age heterogeneity in the effect of heavy drinking on the hazard
of death: the hazard is much stronger for younger generations. A fifty percent tax on the
price of vodka will save 30,000-50,000 (male) lives annually, or 1 percent of young male

adult lives in six years.
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Table 3: Effect of heavy drinking on transition of income, marital status and health vari-
ables

M @ ©) *) ®)

Dependent variables: Y1

Log income  Log family Health I(surgery  I(married) I(employed)

income evaluation  last year)
I(heavy drinker) -0.121%** -0.153*** -0.017*** 0.074%** -0.062*** -0.013
[0.015] [0.015] [0.005] [0.023] [0.020] [0.015]
Yi 0.542%** 0.513*** 0.548%** 0.828%** 3.090%** 1.962%**
[0.005] [0.005] [0.005] [0.040] [0.022] [0.018]
Constant 1.868*** 2.065*** 1.511%* -1.968*** -1.287*** -0.658***
[0.022] [0.024] [0.019] [0.013] [0.015] [0.014]
Observations 57,276 61,402 60,835 61,330 58,430 61,396
R-squared 0.315 0.277 0.298

Notes: Robust standard errors in brackets; ***p<0.01, **p<0.05, * p<0.1.

Heavy drinkers are defined as those who belong to top quarter by total alcohol intake.

Columns (1) - (3) show results of OLS regressions Y1 = & + 01(heavydrinker)i + BYj + uj.
Columns (4)-(6) show results of probit regressions Pr(Yj+ = 1) = ®(ot + 0I(heavydrinker); + BY).
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Table 4: Summary statistics

Variable Obs Mean St.D. Min Max
Panel data (males)

I(drunk more than 150 gr) 78235 2503 433 0 1
Log(family income) 78507 3988 1817 0 9.787
Age 78507  39.02 1310 18 65
Age squared 78507 1695 1073 324 4225
I(diseases) 74454 .343 A74 0 1
I(big family) 78507 194 .395 0 1
Lag I(heavy drinker) 61403  .255 436 0 1
Lag I(Smokes) 61563  .633 481 0 1
I(employed) 78453 712 452 0 1
I(college degree) 78409 237 425 0 1
Body weight 78071 772 13.87 35 250
I(big family) 78507 194 395 0 1
I(Muslim) 78507  .081 272 0 1
Alcohol intake 78235 99.78 1251 O 2469
I(physical training) 67483 0.174 0379 O 1
I(drink tea) 22415 966 .180 0 1
I(drink coffee) 22409 .69 458 0 1
I(surgery last year) 78451 0323 177 0 1
Health self-evaluation 78084  3.378  0.68 1 5
Prices and Regulation

log( price of vodka) 714 449 351 -1.02 1.36
CPI 714 7543 4874 441 262
Excise tax rate, vodka 600 190.3 116.6 55 500
Sum of regulations 495 461 738 0 3
Production regulation

Additional document 483 102 .294 0 1
Premises regulation 483 129 329 0 1
Retail regulation

Additional document 483 .156 .357 0 1
Excise machine 489 .085 274 0 1
Survival regression data

Death cases, male, >17 years 12169 .045 207 0 1
Drunk more than 150 gr 12167 239 29 0 1
Smokes 12169 612 439 0 1
Bad Health (self-evaluation) 12167  0.074 0.194 0 1
Employment 12163 .698 408 0 1
Log(family income) 12169  4.035  1.38 0 7.39
College degree 12159 248 408 0 1
Body weight 12163 7723 1316 40 215

Notes: Prices and regulation are summarized from data on municipality x year

cells. Survival regression data is “ between” individual-level data.
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Table 5: Distribution of variables

Panel A. Distribution of # of peers in peer groups

# of peers (Peer group)-level data Individual - level data

in peer group  Freq. percent  Cum. % Freq. percent  Cum. %
2 5,601 36.44 36.44 11,202 15.73 15.73
3 3,951 25.70 62.14 11,853  16.65 32.38
4 2,205 14.34 76.48 8,820 12.39 44.76
5 1,161 7.55 84.04 5,805 8.15 5291
6 641 417 88.21 3,846 5.40 58.31
7 351 2.28 90.49 2,457 3.45 61.77
8 232 1.51 92.00 1,856 2.61 64.37
9 142 0.92 92.92 1,278 1.79 66.17
10 115 0.75 93.67 1,150 1.61 67.78
11 97 0.63 94.30 1,067 1.50 69.28
12 72 0.47 94.77 864 1.21 70.49
13 64 0.42 95.19 832 1.17 71.66
14 60 0.39 95.58 840 1.18 72.84
15 49 0.32 95.90 735 1.03 73.87
16 47 0.31 96.20 752 1.06 74.93
17 36 0.23 96.44 612 0.86 75.79
18 41 0.27 96.70 738 1.04 76.82
19 33 0.21 96.92 627 0.88 77.71
20 and more 474 3.08 100.00 15876  22.29 100.00
Total 15,372 100.00 71,210  100.00

Notes: 7027 peer groups that contain 1 peer are excluded

Panel B. Distribution of deaths events by age and causes of deaths

Number of deaths Share in deaths with
reported cause (in percent)

Age cohort: 18-29  30-39 40-49 50-65 18-29  30-39 40-49 50-65
Cause of death
Heart attack 2 7 24 63 6.25 12.07 2330 25.1
Stroke 1 3 15 66 3.13 517 1456  26.29
Cancer 2 4 9 70 6.25 6.90 8.74 27.89
Poisoning, injuries,
accidents 20 26 30 22 62.5 4483 29.13 876
Tuberculosis 1 3 2 4 3.13 5.17 1.94 1.59
Other 6 15 23 26 1875 2586 2233 10.36
Not reported 12 28 46 96
Total 44 86 149 347
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Table 6: Consumer utility parameters

Agent’s (per-period) Agent’s (per-period)
Utility Utility
B=0 B=09 B=0 B =09
Peer effect, 8: Log (family income)  -0.033**  -0.018***
age 18-29  1.444** 1.269*** [0.012] [0.021]
[0.215] [0.502] Age 0.127***  0.115%**
age 30-39  0.833*** 0.709** [0.011] [0.045]
[0.154] [0.347] Age? -0.001**  -0.001***
age 40-49  0.326** 0.361 [0.0001]  [0.0006]
[0.154] [0.414] Body Weight 0.008***  0.006***
age 50-65  0.209 0.374 [0.001] [0.002]
[0.215] [0.597] I(diseases) -0.017 -0.006
Habit: [0.026] [0.057]
Lag I(heavy drinker)  1.456*** 1.401%** I(big family) 0.062** 0.059***
[0.04] [0.071] [0.031] [0.096]
Lag I(heavy drinker)xage  -0.028** -0.016*** Lag I(smokes) 0.505%*  (0.427***
[0.015] [0.015] [0.029] [0.063]
Lag I(heavy drinker)xage?  0.0004***  0.000*** I(work) -0.155***  -0.176***
[0.00017]  [0.000] [0.084] [0.084]
I(college degree) -0.170***  -0.188***
[0.032] [0.089]
I(Muslim) -0.272%*  -0.171%**
[0.063] [0.067]
municipalityxyear FE ~ Yes Yes
Peers mean characteristics  Yes Yes
Observations 50,763 50,763

Notes: Bootstrapped standard errors in brackets.

* significant at 10%; ** significant at 5%;

significant at 1%
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Table 7: Estimates of price elasticity. Myopic consumers. RK Regression.

M 3] ®) 4) ©) (6)
MU (du/dlogP)
log(vodka price) ~ -0.500*** -0.595%** -0.403** -0.451#** -0.306 -0.465
[0.224] [0.199] [0.169] [0.157] [0.379] [0.370]
Time 0.062 0.074* 0.055* 0.061* 0.026 0.048
[0.015] [0.014] [0.010] [0.010] [0.036] [0.036]
Time? 0.005** 0.006*** 0.003** 0.003***
[0.002] [0.002] [0.001] [0.001]
CP1 -0.446 -0.520* -0.459** -0.499** -0.263 -0.357
[0.297] [0.286] [0.225] [0.220] [0.325] [0.333]
I(city) 0.097 0.103 0.152* 0.154* 0.104 0.119
[0.092] [0.093] [0.083] [0.083] [0.125] [0.128]
Employment 0.516 0.559 0.222 0.233 1.226* 1.312*
[0.384] [0.384] [0.340] [0.339] [0.591] [0.587]
Share with -1.186*** -1.214%** -1.208*** -1.216*** -1.203** -1.276**
college degree [0.432] [0.432] [0.386] [0.384] [0.577] [0.586]
Average income -0.000 -0.000 -0.001 -0.001 -0.000 -0.001
[0.001] [0.001] [0.001] [0.001] [0.001] [0.001]
Constant 2.467 2.877* 2.674** 2.900%* 1.084 1.612
[0.345] [0.332] [0.319] [0.319] [0.396] [0.403]
Observations 523 523 561 561 257 257
R-squared 0.343 0.314 0.375 0.367 0.467 0.430
kernel triangle triangle uniform uniform uniform uniform
v afterXrun  excise tax afterXrun excise tax afterXrun excise tax
BW size 11 11 11 11 3 3
@) ®) ) (10) 11 (12)
First Stage: log(vodka price)
I(after 2011) x Time 0.165*** 0.191** 0.104***
[0.039] [0.034] [0.038]
Excise tax 0.002*** 0.003*** 0.001***
[0.000] [0.000] [0.000]
Time 0.054** 0.017 0.037** -0.002 0.085*** 0.064**
[0.017] [0.022] [0.013] [0.018] [0.019] [0.026]
Time? -0.001 -0.001 -0.003** -0.003***
[0.002] [0.002] [0.001] [0.001]
Socioeconomic vars Yes Yes Yes Yes Yes Yes
kernel triangle triangle uniform uniform uniform uniform
IV afterXrun excise tax afterXrun excisetax afterXrun excise tax
BW size 11 11 11 11 3 3
F-test 27.15 29.71 47 50.98 8.16 8.38

Notes: Bootstrapped standard errors are in brackets; * significant at 10%; ** significant at 5%;
*** significant at 1%. Set of socioeconomic variables in 1st stage is the same as in 2nd stage.
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Table 8: Elasticity estimates. IV regressions. Forward-looking and myopic assumptions

@ 2 3 @ ®) (6)
Myopic Forward-looking
Per-period utility Value function Value function
log(vodka price)  -0.839%** -0.730*** -1.008** -0.832%** -1.275%** -1.235%**
[0.293] [0.410] [0.490] [0.367] [0.707] [0.470]
Share with ~ -1.570*** -0.849** -2.065*** -1.296*** -2.286*** -2.186***
college degree [0.413] [0.379] [0.520] [0.402] [0.715] [0.525]
Average income 0.060 0.032 0.184** 0.088 0.115 0.088
[0.074] [0.064] [0.087] [0.068] [0.116] [0.089]
Employment 0.963** 0.654** 0.623* 0.642** 1.363*** 1.193**+*
[0.365] [0.297] [0.364] [0.305] [0.508] [0.395]
I(city) 0.166* 0.069 0.255** 0.137 0.313** 0.248**
[0.091] [0.080] [0.117] [0.088] [0.149] [0.116]
Share with ~ 0.988*** 0.561** 1.412%** 0.874*** 1.335%** 1.214##*
diseases [0.254] [0.232] [0.298] [0.237] [0.412] [0.312]
Constant -0.596 -0.410 -0.298 -0.369 -0.502 -0.780
[0.473] [0.451] [0.527] [0.452] [0.742] [0.537]
Observations 415 414 414 414 414 414
F-test 43.27 43.35 43.35 43.35 43.35 43.35
Normalization u(not drink)=0 u(not drink)=0  u(not drink)=0  u(drink)=0  u(drink)=0
Commit that price YES NO YES NO

change is permanent

Notes: Bootstrapped standard errors in brackets; * significant at 10%; ** significant at 5%; *** significant at 1%
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Table 9: Mortality and heavy drinking

Coefficient Hazard ratio Coefficient
I(heavy drinker) age 18-29  2.296*** 9.934 Log (family income)  -0.413***
[0.467] [0.036]
I(heavy drinker) age 30-39  1.704*** 5.496 I(smokes) 0.591***
[0.353] [0.124]
I(heavy drinker) age 40-49  0.580* 1.786 I(college degree) -0.076
[0.315] [0.132]
I(heavy drinker) age 50-65  -0.268 Body Weight -0.005
[0.246] [0.004]
Bad health (self evaluation)  1.399*** I(work) 0.090
[0.164] [0.146]

Observations 12,125

Notes: Standard errors are in brackets; * significant at 10%;** significant at 5%; *** significant at 1%
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Table 10: Test for Smoothness: Price, Alcohol Consumption and Social-Economic charac-

teristics.
1) @) ®) *) ®) (6)
Panel A: p/,;l Share of log(vodka ~ Employment Share with Average
test for kink heavy drinkers price) college degree  income
I(after2011)xrun  -0.073* -0.012* 0.226*** 0.001 0.001 -1.529
[0.042] [0.007] [0.033] [0.006] [0.006] [2.645]
run  0.029 0.003 0.009 -0.001 0.001 14.96***
[0.026] [0.004] [0.018] [0.003] [0.003] [1.603]
run®  0.004** 0.001%** -0.002 -0.000* 0.000 -0.096
[0.002] [0.000] [0.001] [0.000] [0.000] [0.115]
Observations 561 561 561 561 561 561
Panel B: ﬁ.,;, Share of log(vodka ~ Employment Share with Average
test for jump heavy drinkers price) college degree  income
I(after2011) 0.064 -0.010 0.063 -0.007 0.023** -2.526
[0.085] [0.014] [0.069] [0.011] [0.010] [5.362]
run -0.012 0.000 0.089*** 0.001 -0.003 14.807%**
[0.025] [0.004] [0.018] [0.003] [0.003] [1.486]
run’ 0.001 0.001*** 0.005*** -0.000 0.000 -0.114
[0.002] [0.000] [0.001] [0.000] [0.000] [0.098]
Observations 561 561 561 561 561 561

Note: Robust standard errors are in brackets. Set of controls includes regional fixed effects, CPI, I(city)
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Figure 3. Effect of tax on Pr(heavy drinker), age 18-29

taximposed 1

—no peereffects - - -habits&peer effects  — -no habits

Notes: The figure shows the decomposition of the effect of 50 percent increase percent price of vodka
on share of heavy drinkers among young male adults. Source: RLMS, males of age 18-29. Horizontal axis:

years before and after imposing tax. Vertical axis: Share of heavy drinkers.

Figure 4. Effect of a 50 percent tax on the share of heavy drinkers.
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Notes: The figure shows the simulated effect of 50 percent increase in the price of vodka on share of
heavy drinkers in different age cohorts. Source: RLMS, males of age 18-65. Horizontal axis: years before

and after imposing tax. Vertical axis: Share of heavy drinkers.

Figure 5. Effect of 50% tax on mortality rates.
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Notes: The figure shows the simulated effect of 50 percent increase in the price of vodka on mortality
rates among males of age 18-49. Source: RLMS, males of age 18-59. Horizontal axis: years before and

after imposing tax. Vertical axis: Share of heavy drinkers.



Figure 6. Averages (by year) of the price of vodka and of alcohol consumption.
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Notes: The figures show average alcohol prices and alcohol consumption around year 2011 (kink date

in the policy regime of the excise tax on vodka). Source: RLMS data, males of age 18-65.

Figure 7. Placebo for kink:
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Notes: Figure 7 shows the levels and 95% confidence intervals of size of the kink (ap) for the regressions with

different placebo dates of kink. oy is estimated from regressions
Y = ag[I(after placebodate) x t] + ot -+ 01> 4+ 1M, 4 . Placebo dates of kink on horizontal axis; o on vertical

axis.
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Appendix

s

Source: www.photographer.ru (Petr Antonov)

Figure A2. Alcohol consumption: age profile

Alcohol consumption

Share of hard drinks

120 140

100
-
*

Monthly reported alcohol consumption (gm, pure alcohol)
80

60

7 8

6

Share of hard drinks in total aclohol consumption

5

4

3

0 30

bandwidih = 8

30

bandwidih = 8

Source: RLMS, subsample of males of age 18-65.

Figure A3. Share of samogon (moonshine) in total alcohol intake.
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Table Al. Consumption of goods and birthday.

I(drink vodka)  I(smokes) I(drink tea) I(drink coffee)
All peers
Y peers I (birthday) 0.042 -0.029 -0.01 -0.013
(N-1) [0.015]*** [0.015]* [0.007] [0.019]
I(birthday) 0.028 0.025 -0.002 0.008
[0.009]*** [0.009]***  [0.005] [0.012]
Yearxmonth FE  Yes Yes Yes Yes
Observations 39534 39515 20450 20444
Without household members
Y peers I (birthday) ~ 0.039 -0.028 -0.008 -0.015
(N-1) [0.015]* [0.015]* [0.007] [0.019]
I(birthday) 0.028 0.026 -0.002 0.007
[0.009]** [0.009]***  [0.005] [0.012]
Yearxmonth FE  Yes Yes Yes Yes
Observations 35995 35977 18253 18247

Notes: * significant at 10%; ** significant at 5%; *** significant at 1%

Table A2.Excise tax on vodka

year  Excise tax on vodka
2000 88,2
2001 88,2
2002 98,78
2003 114
2004 135
2005 146
2006 159
2007 162
2008 173
2009 191
2010 210
2011 231
2012 300
2013 400
2014 500
2015 600

Notes: Excise tax on vodka is in rubles per 1 liter of pure alcohol
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Table A3a. Point estimates of price elasticity for different RK and IV specifications

Static, RKD
log(price of vodka) -0.595 -0.500 -0.451 -0.403 -0.465 -0.306
kernel triangle triangle uniform uniform uniform uniform
v excise tax  afterXrun excise tax afterXrun excise tax afterXrun
BW size 11 11 11 11 3 3
Static, IV
log(price of vodka) -0.839 -1.029 -1.075 -0.450 -0.202 -0.444
Specification 1 1 I\ wv2 wv2 v3
Regional FE YES YES YES
Regional Trends YES YES
Fedokrug FE, Trends YES YES YES
Dynamic, IV, Normalization: U(no drink=0)
log(price of vodka) -1.008 -0.832 -1.002 -0.824 -0.614 -0.746 -0.854  -0.702
Permanent price change YES NO YES NO YES NO YES NO
Specification w1 i1 Vi1 Vi Vi Vi v2 v2
Fedokrug FE, Trends YES YES YES YES
Regional FE YES YES YES YES
Regional Trends YES YES
Dynamic, IV, Normalization: U(drink=0)
log(price of vodka) -1.771 -1.275 -1.829 -1.351 -1.774 -1.296 -1.048  -1.038
Permanent price change YES NO YES NO NO YES YES NO
Specification i Vi vi vi vi Vi v2 v2
Fedokrug FE, Trends YES YES YES YES
Regional FE YES YES YES YES
Regional Trends YES YES

Note: IV regressions: IV1: instrument is sum of regional regulations; IV2: instruments is set of four

regional regulation variables; IV3: instruments are sum of regional regulations and federal excise tax
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Table A3b. Model parameters estimates under different definitions of heavy drinkers.
M @) ) ®) ) ®)

Model 1 Model 2 Model 3
log(price of vodka) -0.609** -0.521* -0.509** -0.477* -0.366* -0.356
[0.270] [0.293] [0.243] [0.255] [0.210] [0.228]
Peer effect, 5
age 18-29 1.856*** 1.274%** 1.108***
age 30-39 0.420%** 0.845*** 0.611%**
age 40-49 -0.012 0.297* 0.197**
age 50-65 0.507*** 0.536*** 0.126
Habits 1.432%** 1.658*** 1.602%**
v excise tax  afterXrun excise tax  afterXrun excise tax afterXrun
F-test 29.65 27.06 29.65 27.06 29.65 27.06

Notes: ***p<0.01, *p<0.05, * p<0.1; Robust Standard errors are in Brackets.

Heavy drinking definitions: Model (1): Top 25% by alcohol intake within 10 years age cohorts;

Model (2): Top 50% by alcohol intake; Model (3): Top 25% by days of alcohol consumption (per month)
In all models price elasticity estimates come from global RK estimates with triangle kernel.

Table A3c. Regional-level regression. RK estimates of elasticity.
@ @ ©) @ ®) ©)
log(sales of alcohol)

log(price of vodka) -0.798*** -0.815%*+* -0.697*** -0.722%** -0.565%** -0.564***
[0.256] [0.283] [0.196] [0.202] [0.175] [0.178]
run 0.033 0.036 0.021 0.024 -0.015 -0.015
[0.040] [0.044] [0.028] [0.029] [0.032] [0.032]
run® 0.005 0.005 0.004** 0.004**
[0.004] [0.004] [0.002] [0.002]
log(CPI) 0.810 0.806 0.377 0.359 0.389 0.388
log(GDP per capita) 0.400%** 0.403*** 0.385*** 0.389*** 0.377%** 0.377%**
Unemployment -0.072*** -0.072*** -0.055*** -0.055*** -0.075%** -0.075%**
Population -0.000*** -0.000*** -0.000*** -0.000*** -0.000*** -0.000***
Observations 847 847 925 925 534 534
v excise tax afterXrun excise tax afterXrun excise tax  afterXrun
kernel triangle triangle uniform uniform uniform uniform
Sample  2003-2014  2003-2014  2003-2014  2003-2014  2008-2014  2008-2014
F-test 121.8 109.1 213.5 1974 282.6 266.2

Notes: The data source: Rosstat data for 78 Russian regions. www.gks.ru.
Robust standard errors clustered at regional level are in brackets. ***p<0.01, **p<0.05, * p<0.1.
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Table A3d. Reduced form elasticity estimates. RK regression.

@ @ ®) ®)
Panel A I(Heavy drinker)
Price elasticity
log (price of vodka) ~ -0.092**  -0.089**  -0.060** -0.053*
[0.036] [0.040] [0.026] [0.028]
©) (6) @) ®)
Panel B I(Heavy drinker)
Cohort-specific Price Elasticity
log (price of vodka)
Cohort: age 18-29 -0.117***  -0.087**  -0.161*** -0.115%*
[0.045] [0.041] [0.047] [0.040]
Cohort: age 30-39 -0.074 -0.056 -0.078 -0.067
[0.049] [0.045] [0.050] [0.043]
Cohort: age 40-49 0.012 0.008 0.031 0.012
[0.042] [0.041] [0.045] [0.038]
Cohort: age 50-65 -0.018 -0.017 -0.014 -0.024
[0.041] [0.040] [0.041] [0.036]

Notes: Robust standard errors in brackets; ***p<0.01, **p<0.05, * p<0.1
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Table A4. Forward-looking model with hazard of death discounting

Per-period Value Value Per-period
utility function  function utility
Peer effect, 5
age 18-29 1.155%* log(vodka price) -1.088**  -0.832%** -0.683**
[0.051] [0.422] [0.318] [0.280]
age 30-39 0.762*** Commit that price
[0.036] change is permanent Yes No
age 40-49 0.368***
[0.038]
age 50-65 0.279***
[0.051]
Habits 1.396%**
[0.006]

Notes: * significant at 10%** significant at 5%; *** significant at 1%

Table A5. Lag (Log vodka price) is not a good predictor for current Log(Vodka Price)

log(vodka price);

log(vodka price); —log(vodka price);_1
log(vodka price);— 0.392

[0.039]***
log(vodka price); 1 -0.419

—log(vodka price);_» [0.052]***

Year FE NO NO
Region FE NO NO
Observations 36307 28403
R-squared 0.18 0.19

Notes: Robust standard errors clustered at municipality x year level are in brackets
* significant at 10%; ** significant at 5%; *** significant at 1%
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Table A6a. Annual discounts that brings best fit. Rust’s (NFP) approach.

Model with Price Model with Hazard of death Model with self-evaluated health
Best fit Best fit Best fit
B 0 B 0.47 B 0.99
Price -0,108 Hazard of death -4,01 Bad Health -0,177
Habits 1,615 Habits 1,614 Habits 0,614
Constant -1,548 Constant -5,06 Constant -2,59
Log Likelihood = -31315,3 Log Likelihood = -26297,3 Log Likelihood -31315,6

Utility parameters are estimated from the model with following utility specifications
U (not drink);; = 0; U(drink); = a+ BHabity + YVary + u;, where
Varj, is Price in model (1), hazard of death in model (2), and self -evaluated health in model (3)

Table A6b.Heavy drinking and current, lead and lagged prices and health.

) (e ®)
Dependent Variable, Y: I(heavy drinker).
Independent Variable, X:  Panel A: Log Real price  Panel B: Log Nominal prices Panel C: I(bad health)
X -0.097** -0.101** -0.030***
[0.049] [0.039] [0.010]
Lead X 0.044 0.033 -0.023**
[0.047] [0.028] [0.009]
Lagged X -0.005 -0.010 -0.016*
[0.046] [0.019] [0.010]
Individual FE YES
Observations 42,677 42,677 48,514
F-test, 1st stage 217.1 426.6

Note: In all regression dependent variable is a I(heavydrinker). Robust standard errors in brackets.

***p<0.01, *p<0.05, * p<0.1. Columns (1) and (2) are based on IV regression

I(heavy drinker); = a -+ YLog(Price)ys + y1Log(Price)ir1 + ysLog(Price)y_1 +t+1>+ ey
where prices are instrumented by current, lead and lag excise tax of vodka. Column (3) is based on regression
I(heavy drinker); = a+ yHealthy + viHealth; 1 + 2Health;,_| + p; + ej;, where p; stands for individual fixed effects.
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Table A6c. Hazard of death as a function of bad health and heavy drinking.

Panel 0 Panel 1 Panel 2
Health var: I(has surgery last year) Health var: I(bad health (self-evaluation))
I(heavy drinker) 0.826*** 0.796***  0.801*** 0.987*+*  1.073***
[0.150] [0.150] [0.159] [0.151] [0.175]
(Bad) health 1.712%%  1.740*** 1.822%** 1.801***  1.898*** 1.694***
[0.362]  [0.474] [0.366] [0.145]  [0.177] [0.143]
(Bad) health x I(heavy drinker) -0.074 -0.419
[0.799] [0.450]
Observations 12,167 12,167 12,167 12,169 12,165 12,164 12,167
Panel 3 Panel 4
Demographics var: I(married) Demographics var: [(Muslim)
I(heavy drinker) 0.810***  1.258*** 0.828***  0.900***
[0151]  [0.288] [0151]  [0.153]
Demographics -0.194 0.012 -0.235* 0.029 0.492** -0.044
[0.124] [0.172] [0.123] [0.169] [0.228] [0.168]
Demographics x I(heavy drinker) -0.609% -2.555**
[0.336] [1.046]
Observations 12,164 12,164 12,166 12,167 12,167 12,169

Standard errors in brackets. Regressions are based on sample of males of age 18-65. The hazard regression specification

is as follows: A(#,X) = exp(XB)Ao(t). I use a semi-parametric Cox specification of baseline hazard, Ay(r).

Table A6d. Peer effects vs Peer pressure. Rust approach.

age 18-29
B=0.9
Lag I(heavy drinker), y -1.373
Peer effect, o 0.114
Peer pressure, & -1.141
Log Likelihood -3554.9

Note: In this case, a consumer per-period choice specific expected utilities are as follows:
71'11(0) = 50'(61_,‘ = 1|Si1_1_1) + Yaiir—1, 717,'[(1) = OCG((J_,' = 1‘5,3_,",).
6ji(aj = 1[S; i) is discretized to set {0.2, 0.4, 0.6. 0.8, 1}.
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Note 1. Calculation of marginal (with respect to price) value function.

Remind that, I assume that the price-transition process is independent of all other state variables and personal
choice of action, and that it follows the AR rule of motion:
. IE, (1
10g(pis1) = 90+ 9110g(pir) + @i, where E(wy |pir) =0, ice. 22601l — g,
Second, I assume the following parametrization of the Value function:

Vi(St,ar-1 = j) = Oylog(p:) +Vie ({8 /1 1),
where j € {0,1}, and {S;/p,} is set of state variables excluding price.
Under these assumptions,

P B IE,(log(prs1))
781057(17,) [E(V,'(SH])“.,S/) _E(Vi(st+1)|0-,st)] = (191 - 190) p&log(p,;r

BEPUOg(PHJ )

Without a commitment on price stability, =5 Tog(rr) ) = ¢1. Once the government can commit that the price

9Ep (log(pr+1))

will not revert, then =1, and therefore

dlog(pr)
dValue function d
— = 57— [Ee_ M (a—in,ain = 1,
dlog(p) alog(p,)[ T (@i i )]
d
+W[E(\/,~(S,+1)|1,S,)7E(V,~(S,+1)\O,S,)}

_ 9pm(m) 1 0pm(EV1)  9pm(EVO)

- dlog(pr) 91 dlog(pr) dlog(pr)
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Proof Al

Derivation of moment conditions, model with forward looking assumption (with3=0.9).
Agent’s choice specific value function is

Viair,s1) = Ee_ Tir(a—ir; ity 5t) + BE(Viea1 (Sr41)|air, 51)
where E (V41 (8141)|air, sit) is ex ante value function (or so called Emax function):
Vi1 (St+1) = Eei,+1 (mllxa,-,“ [V(aitH S840 )i+ 1 i (llit+1 )])

To derive moment conditions for my further estimation I will use two well-known relationships. Both of these
relationship are based on properties of logistic distribution of private utility shock (random utility component).
First relationship, is called Hotz-Miller inversion (see Hotz and Miller, 1993):

V(L,s8)i —V(0,s); = log(ci (1)) —log(0ci(0))
Second equation states relationship between Emax function and choice specific value functions:
V(si) = v+ log(exp(V(0,5)) +exp(V(1,51)))

where ¥ = 0.577 is Euler constant.
Applying these relationships to equation for value function:

Viai,s;) = Tlair,air,s:,0)+BE(y+1log(exp(V(0,5:41)) +exp(V(1,5:41))|air, 1)
= M (a—ir, air,51,0) + BE(y+log(exp(V(0,5:11)) +exp(V(0,5:41)) Oir1(1)/ Gir11(0)) @iz, 51)
= my(a—ir,air,1,0) +BE(Y+V(0,841) —log(Cir41(0))|air, 1)

When put a;; =0, and g;; = 1 in equation above I have:
Moment condition on V;(0,s; ):

Vi(0,51) = BEr11[Y+Vi(0,5i41) — Log(Gir41(0))]s;, air = 0]
Moment condition on V;(1,s;):

V(1,8)s = log(os(1))—1log(ci(0))+V(0,s)
=My (a—ir,aic = 1,5¢,0) + BE1(Y+V(0,5+1) —10g(0ir+1(0))]air = 1,s,)

These two equations, together with moment equation on choice probabilities
E(I(a; = k)|s;) = o;(k|s;), k € {0,1}
form system of moments I estimated:
Eli(aityai = 1,51,0) + Vi(0,8)i — BV (0,5141) — Y8 +log (s (1)) — L0g(03(0)) + Blog(Gir+1(0)) ay = 1,5,)] =0

E[Vi(0,5,) — BV (0,8:41) — ¥B -+ Blog(0ir+1(0))|ai = 0,5,] =0
E(I(a; =k)|s:) = oi(k|s), k € {0,1}
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Proof A2

Lemma

Let z;; be a state variable that enters both in 7; (1) and in 7; (0):

7t (0) = pozir

7 (1) = p1zie +T'Sic + i (1)

then

i) In myopic model py and p; are not identifiable

ii) In forward looking model, py and p; are identifiable iff there is no f(s;,z;) such that
Sf(s1,2it) = B*E[f(St41,Zi41)|air = j,8i,a—is] = @ %z for j € {0,1}

Proof

i) In myopic model agent decides to drink if

71?,'1(1) — 71',',(0) = (p1 *PO)Zit +F’Si, +e,-,(1) >0

Then for any number b, pairs(p;,po) and (p1 + b, po +b) are observationally equivalent.
ii)= From the data we know population parameters ¢(0) and (1) and operators E;1(.|1), E;4+1(.]0).
In case of forward looking consumer value function is fully characterized by two equations:

V(0ir,5t) = pozir + BEr+1(exp(V(0,5) —log(c(0))|0ir, 1) (27)

V(0ir,s:) +1log(o(1)/(0(0)) = przit + i (a—it, air, 5¢,0) + BE1(V(0,5) — log(a(0)))[1,s1) (28)

Suppose that exists another pairV (0;,s;)’, p;. for which these two equations hold

Define Aj = p} —pj, f(st,2i) =V (0ir,80) =V (0, 1)

Equations above imply

f(st,2i) = B*E[f(si51,2ir+1)|aic = J,81,2it] = Aj *2ir, so contradiction.

=

Assume that 31 (s;,zir) © f(s1,2i) — B*E[f(Sr41,2ir1)| @i = j,Se,ai] = @) *2ir

and let V(0;,s;),p; is solution of equations above. Then V(O,-,,s,)’,p}, such as V(0i,s:)" = f(sr,zi) +V (0ir, 1),
and p; = p;j + ¢; will be solution of equations (27) and (28).

Note: Example where we can not identify p; and po.

If there are ¢;, such that E(zji41]|az = j,5;) = § + ¢; * zit, then we can not identifypy and p; simultaneously.

Proof:

Let V(0i,s:) =V (0ir,5) +zie + §/(1—B) and p; =p;+1—B¢;, and we have that equations (27) and (28) above
hold for new V(O,-,,s,)’,p_;-

53



8 Online Appendix

8.1 Effect of tax policy on consumer welfare.

In this part I model the effect of tax policy on consumer welfare.

In both the forward-looking and myopic models presented above, consumers have
bounded rationality: they do not take into account the effect of heavy drinking on haz-
ard of death.*> Within these models, the tax corrects a negative externality that appears
from the bounded rationality of consumers. The welfare effect of the 50 percent tax is as
follows: The tax results in a 30 percent loss in consumer surplus.*® At the same time, the tax
saves 30,000-50,000 young male lives annually, which is 0.04-0.06 percent of the working-
age population. The rough estimation of the value of their lives is the present value of the
GDP that they generate. With a time discount = 0.9, the value of saved lives is equal
to 0.4-0.6 percent of GDP, which equals the size of the whole alcohol industry in Russia
(0.48 percent of GDP). This speculative calculation suggests that a 50 percent tax is actually
likely to be smaller than the optimal one.*

Besides, under certain assumptions about utilities, my model implies that the effect
of a vodka tax on consumer surplus would be positive even for fully-rational consumers,
forward-looking consumers who take into account the mortality risk associated with heavy
drinking. The model implies that peer effects and the effect of habits are positive: all other
things being constant, a consumer has higher utility if he or she drank within the previ-
ous period and if he or she has peers who are heavy drinkers. These forces, however, can
equally run a consumer utility into the negative. First, quitting heavy drinking is costly.
Second, a consumer who decides not to drink may suffer from the fact that peers are drink-
ing — the consumer may experience peer pressure, or the consumer may suffer if no peer
wishes to participate in alternative (to drinking) activities, such as playing soccer or doing
other sports.*® Thus, in the section 8 in online appendix, I find that peer decisions matter
for a consumer if he or she decides to do physical training. These alternative assumptions
about utilities, although barely distinguishable from the data, have different implications

for the analysis of consumer welfare.* In this case, a 50 percent tax on vodka results in an

45T analyze the model where consumers do take into account the effect of drinking on hazard of death in the
appendix (see table A4 in appendix). Results are similar to those of the forward-looking model in the main body
of text (with slightly higher magnitude).

46Consumer welfare is expected (over realization of private utility shocks) present value of the flow of utilities.
Under my model assumptions, AE(CS) = ai,» [In(X(exp(Vij))|tax — In(¥(exp(V;j))|notax], where V;; is choice-specific
Value function (for and consumer i and choice j), &, is marginal utility of income (negative coefficient with price).

47My model does not take into account the fact that the tax almost certainly saves other lives (children, females,
the elderly), decreases crimes committed under alcohol intoxication, decreases car accidents, and so on.

8In this case, the consumer per-period choice specific utilities are as follows:

7y (0) = —61(a; = 118; i) — Yais—1, T (1) =T'Dyy + X' G_jy + Pt

“In the “myopic” case, peer effect and peer pressure are not identified jointly. One can identify only the
difference between them. In the “forward-looking” case, they are identified under additional assumptions. See
proof of identification results in the appendix (Proof A2). In the appendix, I provide results of estimation for the
following model: m;(0) = 8o(a; = 1|Si—is) + Yai;—1, 7 (1) = ac(a; = 1]S;_;;). Point estimates of §, y and « are
-1.373,-1.141, 0.114 correspondingly (see Table A6d).
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increase in the consumer welfare of young males below age 40.° Figure OA1 illustrates
this point.

8.2 Hazard of death regressions: robustness checks

Table OA4 in online appendix reports estimates of hazard of death by different causes of
death. Unfortunately, the causes of death are reported in less than 60 percent of death
cases. RLMS recorded 6 causes of death,namely heart attack, stroke, accidents&poisoning,
cancer, tuberculosis, and “other” causes. Heavy drinking results in higher rates of death
due to accidents and poisoning, due to other reasons, and in higher rate of death for which
the cause was not reported.

Table OA5 in online appendix reports of hazard of death with different measures of
heavy drinking. Heavy drinking definitions: I check regression results where heavy drinker
defined as those who belong to a) Top 25% by alcohol intake; b) to top 25% by alcohol in-
take within 10-years age cohorts;c) to top 50% by alcohol intake; and d) to top 25% by days
of alcohol consumption (per month). In all specifications, heavy drinking results in higher

mortality rates, and the effect is highest for youngest age cohort.

8.3 Discussion of identification assumptions in peer effect estimation

This model relies on two assumptions: exclusion restriction, and uniqueness of equilibria.

8.3.1 Exclusion restriction

Exclusion restriction requires that (i) the subset of demographic characteristics G_;; does
not contain all of the set of demographic variables Dj;, and that (ii) excluded demographic
characteristics are independent of private utility shocks.

Although my estimates show that consumers do not have any preferences regarding
G_j, all coefficients at G_; are insignificant, still the assumption (i) on which exclusion re-
striction is based is strong. One can argue that any demographic characteristics of peers
may affect the utility of the consumer, and so should be included in G_;; the utility of
drinking may be greater for a consumer when she or he drinks with peers of same mar-
ital status, peers with better health, etc. In addition, some of the excluded demographic
variables may respond to alcohol consumption. Further, excluded demographic variables
(and alcohol consumption) may be affected by unobservable shocks or the selection on un-
observable characteristics (see Manski’s “reflection problem” 1993, Moffit 2001). In result,
excluded instruments may be econometrically endogenous. To verify the reliability of my
model, I provide different robustness checks for the obtained results.

Recent literature emphasizes the importance of peers in making personal decisions, in
particular whether to drink or not (see, for example, Akerlof and Kranton 2000, Card and

50Determining this optimal tax rate is a question for my future research.
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Giuliano 2011, Cooley 2016, Gaviria and Raphael 2001, Krauth 2005, Kremer and Levy
2008, Moretti and Mas 2009). The estimation of peer effects is a difficult task because it can
be contaminated by common unobservable factors, non-random reference group selection,
and the endogeneity of other group members’ choices (Manski 1993, Moffit 2001). Recent
literature responds to this problem by using random assignments of peers in peer groups,
or by using quasi-experiments (see for example Kremer and Levy 2008, Katz et al. 2001,
Oreopoulos 2003). However, as Card and Giuliano (2011) and Carrell, Sacerdote, and West
(2011) argue, peer relationships that occur within randomly assigned groups may signifi-
cantly differ from those occurring in natural environments where people grow up together
and friendships naturally occur.

Further, studies that employ random assignment usually cover only relatively narrow
groups within a population and a relatively short-run time horizon. In my paper, however,
the task of quantifying the effect of government alcohol policy on the alcohol consump-
tion, mortality, and welfare of all Russian males makes it particularly important to infer
the consequences of alcohol consumption and peer interactions for a broad heterogeneous
group of people and over a relatively long-run time horizon.

First, I employ linear-in-means specification with the same set of instruments to test

endogeneity and relevance of instruments. The main regression specification is as follows:

I(heavy drinker);; = Z Ol (age strata = k)I(heavy drinker)+
k
VI(heavy drinker)ii—1 + I'Dy+Y'G_j +Pm e (29)

where I(heavy drinker) is instrumented by average (across peers) demographic characteris-
tics.™!

Table OA1 in the appendix presents IV regression results, as well as the results of differ-
ent robustness checks. After correcting for the difference in the magnitude of coefficients of
the logit and linear probability models, the results have the same magnitude as the myopic
model.>?

Column IV-1 of Table OA1 shows the results of regressions where the set of explanatory
variables (Djt, G_i, Pmt, lis—1(heavy drinker)) is the same as in the main model discussed in
the text.

The P-value of the J-test for the exogeneity of instruments is 0.22, so based on this re-

510ne can show that under the assumption that beliefs are linear, the structural model I describe in the main
body of this paper can be rewritten as a 25LS regression with average peer demographics used as instruments.
To simplify the exposition of material, I do not follow structural specification. Within this structural framework,
every particular set of instruments potentially changes the model itself. For example, I should add an additional
game with fathers to the model if I wanted use paternal demographics as instrumental variables.

52To compare coefficients in the logit model (Table 6) with those in the linear probability model (Table OA1), one
needs to multiply the coefficients in Table OA1 on 5.3. To compare marginal effects of LPM and logit regression,
one needs to divide the coefficients in LPM on p(1 — p), where p is the probability of being a heavy drinker. In
our case (p(1—p))~' =5.3.
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gression one cannot reject a hypothesis of exogeneity for instruments. The F-statistic of the
test for relevance of excluded instruments is 72 (with errors clustered on the municipality xyear
level), which shows that instruments are relevant. The J-statistics confirms a model as-
sumption that demographic characteristics respond to alcohol consumption in a non-elastic
way, and that after accounting for municipality xyear fixed effects (that capture all shocks
and all possible selection on municipalityxyear level) and individual demographics, av-
erage peer demographics are exogenous instruments for peer alcohol consumption. In
addition, Column IV-2 of table OA1 shows similar results in regression when I use a subset
of instruments. Column IV-3 of Table OA1 shows that the results are also similar when I
change municipality xyear fixed effects on individual fixed effects, which captures possible
effects of omitted factors that are constant at the individual level.

8.3.2 Peer effects for Alternative Measures of Alcohol consumption and for Other Goods

I also employ alternative measures of alcohol-consumption frequency as a measure of al-
cohol consumption. I use a dummy (who drinks two or more times per week, and thus
is in the top 21% of drinkers) as an indicator for a heavy drinker, from which I get similar
results with a slightly lower magnitude (see Table OA2 in the appendix).

Besides I provide the additional test to check that observed correlation between own
consumption and peer consumption is driven by peer effects, but not by common un-
observable shocks. I check the model by applying a similar strategy to tea, coffee, and
cigarette consumption, and to hours of physical training (see Table OA2 in the appendix).
In case if the correlation is driven by common shocks (say local prices) I should find evi-
dence of peer effects for every good. Indeed, I find no evidence that peers affect either tea
or coffee consumption. At the same time, I find a positive and statistically-significant (for
younger groups) peer effect on the personal decision to undertake sports, that are social ac-
tivity (we play soccer or basketball in groups). The effect of peers on smoking is marginally
significant for the two age strata.

8.3.3 Alternative Instruments: Military service and Father Characteristics

According to my paper, the strongest peer effects are observed for the younger genera-
tion of males (males of age 18-29). The assumption of exogeneity of subset demographic
characteristics seems to be more reliable for this group because alcohol consumption does
not have an immediate effect on demographic characteristics but rather manifests over the
long-run.

Further, for this sub-population of males, I have the opportunity to provide additional
tests of my results based on other peer characteristics used as instruments in the regression
above.

First, I use the share of peers who returned from military service. Members of this group
have a higher probability of being a heavy drinker. To control for selection bias, I include a

57



share of peers who ever served, or who will ever serve in the Russian army (according to
my data) as a control for the regression. In addition, I include individual-level variables —
I(served in army) and I(ever served or will ever serve in army) — as control variables in the

regression. The regression specification is as follows:

I(heavy drinker);; = 61(heavy drinker)_;; + yI(heavy drinker);_;
+U'Dy +Y'G it + P +eir (30)

where D;; contains, in addition to a standard set of demographic characteristics, I(already served in army),

I(served or will ever serve in army), and G_; contains I(served or will ever serve in army). Av-
erage peers alcohol consumption I(heavy drinker) is instrumented by share of peers who
came from army, I(served in army).

Columns 8 and 9 in Table OA1 show the second and first stages of this regression. Col-
umn 9 indicates that those who were previously in the army drink more: the F-statistic for
the first stage is 68. The second stage shows results similar to the IV regression discussed
above.

Additionally, I verify the robustness of my results by estimating the IV regression on a
sub-sample of respondents who had just returned from military service. These people are
likely not to face shocks common to their peers. All estimates for this sub sample have the
same magnitude and statistically significant.

I'then check the robustness of my results by using the demographic characteristics of the
fathers of peers, rather than of the peers themselves, as instruments in my regression. The
fathers of peers likely do not face common consumer shocks. Moreover, both the model
estimates and the 2SLS estimates discussed above show no correlation between one’s own
and peer alcohol consumption for the old-age strata to which the fathers belong. This
should not happen if common unobservable factors affect the behavior fathers or shape
their demographics. Regression IV-8 shows the results of an IV regression that uses the
demographics of all fathers as instruments. It shows the same magnitude, but the result is
statistically-insignificant. Regression IV-9 shows the results of an IV regression where in-
stead a subset of father characteristics with better predictive power is used as instruments,
with results that are statistically-significant and similar in magnitude to peer effects.

Finally, in regression IV-10 I include both army IV and father IV in one regression.
Again, the regressions show a similar magnitude and statistically-significant peer effects.

The P-value of the J-test equals 0.57, indicating that the instruments are exogenous.

8.3.4 Important limitations

The important limitation on my study is that my data does not provide me exact infor-
mation on members of peer drinking groups. This may cause a bias in estimation of peer
effects. First, within same-age and neighborhood groups of people, some may indeed be
peers and drink together while the others may not. Second, I do not have data on all peers
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in peer groups. As a reminder, RLMS contains data on roughly the half of population in
peer groups. In this case regression estimates of peer effects in our model suffer from atten-
uation bias even if I apply IV regression. Thus, I am likely under-estimate the magnitude
of peer effects. Indeed, because I use data on half of the peers, the true effect is likely to be
twice as high compared to my estimates. The short elaboration of this result is presented
in Appendix, Note 2.

It is also possible that hard drinkers are less likely to respond to the RLMS survey. If
hard drinkers react differently on changes in price of alcohol and/or if restriction alcohol
consumption result in higher drop in mortality rates among hard drinkers, and /or magni-
tude of peer affects are different for them, then our estimates would be biased.

8.3.5 Uniqueness of Equilibria

The second identification assumption is that although multiple equilibria are possible, only

one equilibrium is played out in the data. In the context of my model, this identification

assumption states that equation >3

o _ . . I
o — exp(6Y_;0ji/(N—1) —|—}/hablt‘,, +T'Dy +Y'G_it + pt) — G(6.1.54,0) (31)
Ljexp(8 Y0k /(N — 1)+ yhabity +T'Djy +Y'G_ji + Ppr)

has a unique equilibrium in the data. This assumption is commonly made in empirical
studies of games with incomplete information. As was shown in Bajari, Hong, and Ryan
(2009), in case of monotone payoff, the expected number of equilibria decreases as the
number of states |S;| goes to infinity. In my model setup S;; = U jefi—i} {habitj;,Dj, Gu, Pt },
and thus |S] is big enough to claim that the probability of observing multiple equilibria is
small.

In addition, I ran the following experiment, which confirms the uniqueness of equilibria
in my data (albeit does not prove it). Using an iteration procedure, I find the fixed points
ox* of equation o; = G(0_i,S#,0)), starting from different initial values of oj. First, I find
the fixed point using an iteration procedure that starts from a zero level of alcohol con-
sumption (the so-called “low-level equilibrium”). Then, I find the fixed point starting from
the highest level of consumption (the high-level equilibrium). Further, I perform 1000 sim-
ulations for which starting points are chosen randomly from interval (0,1) for every agent
in my data. I find that the estimated ¢ and utilities are essentially the same (with only a
small difference due to computational errors) — estimated utility parameters differ only at
the third decimal point. Finally, in the robustness section, I re-estimate my model using
linear probability model assumption, for which multiplicity of equilibria is not an issue.
Results are robust to choice of specification.

53Here S is a set of state variables; @ is a set of parameters. This equation comes from the expression of proba-
bility of choosing heavy drinking option that comes from equation (6).
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8.4 Habits versus Unobserved Heterogeneity

To provide evidence that the observable correlation between the current and lagged level
of consumption is driven not by only individual heterogeneity but also by habit formation,

I estimate an instrumental variable regression:

I(heavy drinker)y = o + vyl(heavy drinker)y;—y + U'Dy + pi + & + er (32)

I use personal demographic characteristics (including current health status) to control
for observed individual heterogeneity, and individual fixed effects to control for unob-
served heterogeneity. I use lagged health status as an instrument for lagged I(heavy drinker).
The results of regression are presented in Table OA3 in Appendix.

Table OA3 shows the results of regressions with lagged I(heavy drinker) as well as the
results of regressions with an average across two and three lags of I(heavy drinker). The
regression results suggest that habits are important, with the same magnitude as elsewhere
in my paper. Point estimates of the coefficient on lagged I(heavy drinker) vary from 0.28 to
0.54. In two out of three specifications, the coefficient is statistically significant at the 5%
significance level.
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Table OA1. Linear in means peer effects. Robustness checks.

Dependent variable: I(heavy drinker)

Sample: males of age 18-65

V-1 V-2 V-3 Iv-4 OLS-1 OLS-2
Peer effect, 5
age 18-29 0.264 0.297 0.255 0.242 0.193 0.119

[0.04]***  [0.05]*** [0.09]*** [0.04]***  [0.03]*** [0.02]***
age 30-39 0.194 0.218 0.16 0.181 0.17 0.111

[0.03]***  [0.04]*** [0.065]** [0.03]***  [0.02]*** [0.01]***
age 40-49 0.063 0.089 0.063 0.053 0.121 0.057

[0.030]**  [0.037]**  [0.059] [0.031]*  [0.02]*** [0.01]***
age 50-65 -0.005 0.015 0.009 -0.022 0.088 0.03

[0.033] [0.041] [0.056] [0.033] [0.02]*** [0.016]*
Municxyear FE  Yes Yes Yes Yes
Individual FE Yes
Year FE Yes
Muslim region excluded? Yes
Instruments Peers 1 Peers 2 Peers 1 Peers 1
Observations 29554 29554 29554 27400 29923 29923
F-test 79.9 36.29 17.02 72.02
J-test, p-value 0.22 0.13 0.02 0.26

Sample: males of age 18-29

V-5 V-6 IV-6, 1stst.  IV-7 1V-8 1vV-9 IV-10
Peer effect, 5: 0.211 0.25 0.359 0.197 0.225 0.298

[0.09]** [0.079]*** [0.180]**  [0.136] [0.14]* [0.125]**
Municxyear FE  Yes Yes Yes Yes Yes Yes Yes
I(served in army) 0.211

[0.040]***
I(served or will ever serve in army) -0.128
[0.039]***
Just came from military service? Yes
Instruments Peers 1 Army Peers 1 Fathers1 Fathers2  Fathers?2
Army

Observations 7750 56297 5629™ 149 8152 8152 5629™
F-test 34.24 61.05 61.05 6.85 16.52 28.97 12.9
J-test, p-value 0.06 0.17 0.4 0.86 0.58

Notes: Standard errors clustered at municipality X year in brackets. * significant at 10%; ** significant at 5%, *** significant at

1%. Instrument set: Peers: (1) average demographics (2) average demographics without lag I(heavy drinker). Instrument set: Peer
fathers: (1) average demographics (2) average demographics-subset. Demographics controls are included in every regression.™

The # of obs. in IV6 and IV10 is smaller because data on military service available only for subset of rounds
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Table OA2. Linear in means peer effects. Peer effects for different products/activities.

Peer effect

year  agel8-29  age30-39 age40-49  age50-65

I(drink tea) -0.016 -0.016 -0.003 -0.006

I(drink coffee) 0.02 0.055 0.055 0.057*
I(smoking) 0.016 0.021* 0.014 0.018*
I(physical training) 0.14%** 0.127*** 0.141*** 0.073
I(Drink 2 days/week) 0.195%** 0.118*** -0.014 0.009

Notes: * significant at 10%; ** significant at 5%, *** significant at 1%
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Table OA3. Habits versus unobserved heterogeneity.

Y
I(heavy drinker)
Mean(Lag Y, LaglLag Y, LagLaglLag Y)  0.535**
[0.215]
Mean(Lag Y, LagLag Y) 0.529**
[0.221]
LagY 0.283

[0.236]
I(health problems) -0.016 -0.015  -0.018*
[0.010] [0.011]  [0.011]

Individual FE Yes Yes Yes
Demographics Yes Yes Yes
Year FE Yes Yes Yes

Observations 54,429 54,422 54,111
Number of individuals 9,434 9,433 9,402
F-test for instruments (with robust se) 21.48 21.51 17.40

Notes: Instruments are Mean(Lag X, LaglLag X, LagLagLag X),
Mean(Lag X, LagLag X), and Lag X correspondingly,

where X stands for I(health problems).

Robust standard errors, clustered on individual level, are in brackets.

* significant at 10%; ** significant at 5%; *** significant at 1%
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Table OA5. Hazard of Death regressions with different definitions of heavy drinker

@ @ ©) @
I(heavy drinker), age 18-29 ~ 2.304**  2247**  1.678** 3.576%**
[0.467] [0.456] [0.650] [0.440]
I(heavy drinker), age 30-39 ~ 1.704***  1.912**  1.359*** 1.905%**
[0.353] [0.357] [0.473] [0.334]
I(heavy drinker), age 40-49 0.588* 0.470 0.819** 1.133***
[0.315] [0.336] [0.403] [0.248]
I(heavy drinker), age 50-65 -0.275 -0.317 0.001 -0.420**
[0.247] [0.239] [0.245] [0.187]
I(Bad Health)  1.397***  1.391**  1.464*** 1.418***
[0.164] [0.164] [0.286] [0.165]
Log (family income)  -0.415**  -0.415***  -0.105 -0.413***
[0.036] [0.036] [0.066] [0.036]
I(smokes)  0.586***  0.594***  (0.917*** 0.554***
[0.124] [0.124] [0.210] [0.126]
I(college degree) -0.073 -0.074 -0.248 -0.075
[0.132] [0.132] [0.212] [0.133]
Weight -0.002 -0.002 0.002 -0.002
[0.004] [0.004] [0.006] [0.004]
I(work) 0.083 0.087 -0.086 0.003
[0.146] [0.146] [0.242] [0.147]
Observations 12,109 12,109 9,227 12,109
Heavy drinking definition 0 1 2 3

Notes: Standard errors are in brackets. * significant at 10%; ** significant at 5%, *** significant at 1%.
Heavy drinking definitions: Model (0): Top 25% by alcohol intake; Model (1): Top 25% by alcohol
intake within 10 years age cohorts; Model (2): Top 50% by alcohol intake; Model (3): Top 25% by days

of alcohol consumption (per month). In model 3 data is available only for rounds 15-23 of RLMS survey.
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Figure OA1. Effect of tax policy on consumer welfare.

0,5 0,5
045 Age 18-29 0,45 [ S
s Age 30-39
L 04 i
035 035
03 | 03 I—
025 I 025
02 02
015 015
1 tax imposed 1 2 3 4 5 E} tax imposed 1 2 3 ) 5
—— peer effects, habits -~ peer pressure, switching costs —— peer effects, habits -~ -peer pressure, switching costs
05 05
Age 40-49 Age 50-65
04 04
035 035
03 03
025 025 -
02 02 — —
0,15 0,15
1 taximposed 1 2 3 4 5 1 taximposed 1 2 3 4 5
—— peer effects, habits -~ peer pressure, switching costs — peer effects, habits -~ -peer pressure, switching costs

Notes: The figures show the simulated effect of 50 percent increase in the price of vodka on
consumer welfare. Figures plot response under different assumptions on consumer utility function.
Horizontal axis: years before and after imposing tax. Vertical axis: Consumer surplus.
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Note 2. Peer effects estimation when data only on the part of peers is available

For simplicity, lets work with the example where every person has exactly two peers in her(his) peer group,
and data contains information on only one peer.

The true model we want to estimate is

Y= g0+ 01 X302 +e,

but due to data availability we are restricted to estimate another model

Yi=d¢o+¢:1X1;+e;.

The probability limit of OLS estimate of ¢; in this case is

. cov(9y K22 x1))

plim@ors = W = ¢1(0.5+0.5cov(X2;,X1;))

In case whencov(X2;,X1;) < 1, ¢]/.;5 has attenuation bias

Applying IV regression with instrument Z1 that correlated with X1 and not correlated with X2 does not help
to eliminate attenuation bias in this model:

The probability limit of IV estimate of ¢; in this case is
LA cov(9 X522 71;) ov(X2,Z1;
plimgyy = T = 01(0.5+0.5 @A)

cov

If cov(X2;,Z1;) =0, dTIF/ has attenuation bias again.
Indeed plimq?.,v = 0.5¢; in this case.
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