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NEW ECONOMIC SCHOOL
Mathematical Statistics
(0.5 of standard unit)
Professor A.A. Peresetsky
Course description
The course “Mathematical Statistics” is second in the sequence of probability-statistics-econometrics courses in NES.

Main course objects:
· Present basic concepts and methods of mathematical statistics;
· Practice of application of statistical methods to applied research;
· Present basic concepts and methods of multidimensional applied statistical analysis.
Prerequisites are Calculus, Matrix algebra, Probability theory.
Organization
Course consists of 14 lectures and 7 weekly recitation sections. The final grade is based on the final score, which is a weighted average of the home assignments and the final closed-book exam (weights are respectively, 0.2 and 0.8). However, less than 25% on the final exam means failure. At the final exam students may use two format A4 pages with their own notes (handwriting only). Percentage final grade is converted to 5-grade mark basing on curve.
Course topics
1. Sample. Parameter estimators. Properties of estimators. Unbiased, consistent, efficient estimators. (1 lecture)

2. Confidence intervals. Standard confidence intervals for parameters of normal population. Confidence intervals for mean, variance, difference of two means, variances ratio, proportion, difference of two proportions. Sample size. (2 lectures)

3. Tests of statistical hypotheses. I and II type errors. P-value of the test. Tests for parameters of normal population. Tests about mean values, variances, proportions. (1 lecture)

4. Methods of parameters estimation. Method of moments. Maximum likelihood. Information inequality. Delta method. (1 lecture)

5. Critical statistics. Neymann-Pearson lemma. Likelihood ratio test. (1-2 lectures)

6. Goodness-of-fit tests. Contingency tables. Pearson test. Kolmogorov-Smirnov test. (1 lecture)

7. Bayesian methods. Point estimation, credible intervals. (1 lecture)

8. One- and two-factor analysis of variances. (0.5-1 lectures)

9. Introduction to nonparametric methods. Wilcoxon test, run test. Spearman rank correlation. (1 lecture)
10. Methods of classification. Discriminant analysis. Separation of the mixture of distributions. Cluster analysis. Principal components. Factor analysis. (1.5-2 lectures)

11. Sufficient statistics. Minimal sufficient statistics. Rao-Blackwell theorem. Complete statistics. Lehmann-Scheffé theorem. (2 lectures).

Note. Given number of lectures per topic and topic sequence could be adjusted during the course.
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