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Lecture notes for the course

Econometrics of Financial Markets
Lecture 1. Introduction
Motivation: understanding the dynamics of financial asset prices / returns

· Specifics of financial data
· Time and cross dimensions

· Market microstructure effects
· Modeling financial data
· Rational vs. behavioral models
· Different types of empirical tests
· Methodological issues

Specifics of financial data

Stylized facts about the financial markets

· Non-normality

· Thick tails

· Asymmetry
· Returns

· Negative autocorrelation at ultra-short horizon

· Positive autocorrelation at short horizon

· Negative autocorrelation at long horizon

· Cross-correlation

· Volatility

· Clustering in time

· Inverse relation with prices 

· Smaller when the market are closed

· Higher in times of forecastable releases of info

· Inverse relation with auto-correlation

· Common factors for different assets

· Too high relative to fundamentals: often explosive growth or crashes

· Cross-sectional “anomalies”

· Price-related company characteristics

· Calendar effects

Market microstructure effects
· How to measure returns?

· Average vs. close prices

· Low liquidity

· Impact of the bid-ask spread

· Can you make profit out of asset mispricing taking into account transaction costs?
Modeling financial data
Traditional analysis: 

· Explain asset prices by rational models

· Only if they fail, resort to irrational investor behavior
· Behavioral finance models
The efficient market hypothesis (EMH)
· Asset prices accommodate all relevant information
· History of prices / all public variables / all private information

· Price movements must be random!
· Otherwise one can forecast future price and make arbitrage profit
· Prices should immediately respond to new information

· Sufficient conditions:

· No transaction costs
· No information costs

· Homogeneous expectations

What does it imply for the business?

· No place for active investment policy

· There are no under- or overpriced assets, no opportunities for arbitrage

· Most portfolio managers should be fired!

· Still, role for diversification, choice of risk, and tax optimization

· No place for active corporate policy

· It does not matter which capital structure to choose

How realistic is it?

· The paradox of Grossman-Stiglitz (1980):

· No one will make research on the market, if all info is already reflected in the prices

· There must be some inefficiency in the equilibrium to provide incentives for information acquisition

· Operational efficiency:

· One cannot make profit on the basis of information, accounting for info acquisition and trading costs

What if the EMH is rejected?

· The joint hypothesis problem: we simultaneously test market efficiency and the model
· Either the investors behave irrationally,

· or the model is wrong

· Ex-ante expected profit within information and transaction costs
· Empirical illusions

· Data mining

· Survivor bias

· Selection bias

· Short-shot bias (rare events): it could be luck

· Trading costs, esp. invisible market impact costs

· Why not try more complicated rational models?
· Multiple periods
· Imperfect markets: liquidity, short-sale constraints

· Uncertainty over other investors’ demand curves
Rational vs. behavioral models
Rationality: maximizing expected utility using subjective probabilities, which are unbiased

· Maximal: all investors are rational

· Intermediate: asset prices are set as if all investors are rational

· Minimal: there are no abnormal profit opportunities, though

· Sometimes a small group of irrational investors are able to determine asset prices (e.g., acquiring firms overpay)

Behavioral theories:

· Reference points and loss aversion

· Endowment effect

· Status quo bias

· Overconfidence

· Overconfidence about the precision of the private info

· Biased self-attribution

· Illusion of control: unfounded belief of being able to influence events

· Statistical errors

· Gambler’s fallacy: see patterns when there are none

· Misjudging very rare events

· Extrapolation bias

· Overreaction to recent information
· Excessive weight of personal experience

· Miscellaneous errors in reasoning

· Violations of basic preference axioms

· Sunk costs

· Selective attention and herding

· Selective recall

· Cognitive dissonance and minimizing regret

Information aggregation:

· Example: locating the missing US submarine in 1968

· 5 months of extensive search efforts in the 20-mile circle brought no effect

· The experts were asked for opinions, the average response gave the location, where the sub was ultimately found!
· Security markets

· From the ‘invisible hand’ principle of Adam Smith…

· to Friedrich Hayek: the price system utilizes bits of knowledge not given to anyone in total

· An investor must consider the vast amount of info already impounded in prices before making a bet based on his own info

· Recent improvement in market efficiency

· Advances in technology and organized markets

· Derivatives designed to trace different risks
Basis for minimal rationality:

· Profitable trading strategies are self-destructible

· Irrational investors self-destruct (become poor)

· Excess trading volume, under-diversification, disposition effect
· Even if all investors are irrational, in aggregate the market can be rational

· Overconfidence causes many investors to spend much money on research 
· Overly efficient markets?
· E.g., there are much more active mutual funds than passive ones

Anecdote illustrating stupidity of believing in rational markets: 

· $100 bill cannot lie on the ground (if it were, someone would have picked it up) 

· But: how many times have you actually found it? It does not pay to worry about this!
Testing market efficiency

The joint hypothesis problem: 
· We need the model for the expected prices (or returns)

· The rejection of the null implies that

· Either investors behave irrationally,

· or the model is wrong

Different types of tests

· Statistical significance: e.g., market model

Rt = α + βRM,t + γXt-1 + εt
· H0: γ = 0
· Economic significance:

· H0: (risk-adjusted) profit from the investment strategy = 0

· It is important to account for transaction costs
· Should use only those variables that were available to investors 

· Fundamental efficiency:

· H0: price = fundamental value
· Otherwise the bubble partly explains the asset’s price

Empirical evidence:

· Up to the end of 1970s: belief in the efficient markets and CAPM
· Past prices and other public variables  do not predict future prices

· Profits from technical analysis are close to zero

· The market quickly reacts to new info

· Portfolio managers cannot beat the market

· After 1970s: inefficient markets?

· Price anomalies in 1980s and 1990s, unexplained by the CAPM
· Calendar effects: e.g., Monday (negative), January (positive)
· Book/market, value/growth and size effects
· Short-run momentum and long-run price reversal effects
· Mutual funds performance persistence
Possible explanations

· Heterogeneity of investors

· Tax considerations

· Each investor chooses assets to minimize his own efficient tax rate (role of dividends)

· Investors fix losses on losing stocks at the end of the year (January anomaly)

· Liquidity considerations (sharp market movements)

· Transaction costs

· Short-sales restrictions (cannot profit from overprices assets, e.g., losing mutual funds)

· Bid-ask spread (reduces substantially profits, esp. from small stocks – size and January anomalies)

· Market impact (invisible costs)
· Statistical illusions

· Data mining (5 out of 100 irrelevant variables will be significant at the 5% level)

· Selection bias (e.g., survivor bias)
· Should not exclude stocks of small companies (funds) that disappeared
· Short-shot bias (rare events): it could be luck

· Mechanical relationships

· Financial leverage effects (lower stock prices increase beta and imply higher return)

· All variables based on current prices (e.g., size and BE/ME) are automatically related to future returns (Pt is negatively related to Rt=Pt+1/Pt)

· More complicated rational models
· Time-varying betas and risk premiums

· Multiple factors
· Imperfect markets: liquidity, short-sale constraints

Financial econometrics: summary
Topics covered in this course
· Time series analysis of asset returns

· Predictability at different horizons

· Event study analysis

· Speed of stock price adjustment in response to news announcements
· Cross-sectional analysis of asset returns

· CAPM and market efficiency

· Return anomalies and multi-factor asset pricing models
· Performance evaluation of mutual funds
· Performance persistence, survivorship bias, dynamic strategies, gaming behavior, etc.

· Investor behavior
· Overconfidence, herding, home bias, impact of demographic characteristics, etc.

Topics outside of this course
· Fixed income / derivatives

· Corporate finance

· Trading and market microstructure

· Ultra high-frequency analysis

· International finance

· Financial intermediaries

Lectures 2-3. Tests for return predictability

Plan

· The efficient market hypothesis
· Tests for return predictability: 
· WFE: autocorrelations, variance ratios, and regression analysis
· SSFE: informational and operational efficiency
The efficient market hypothesis

· First by Bachelier (1900)

· The classical formulation by Fama (1970)

The efficient market hypothesis (EMH): stock prices fully and correctly reflect all relevant info

Pt+1 = E[Pt+1 |It] + εt+1,

where the forecast error has zero expectation and orthogonal to It
In terms of returns: 


Rt+1 = E[Rt+1 |It] + εt+1, 

where E[Rt+1 |It] is normal return or opportunity cost implied by some model
Different forms of ME wrt the information set:

· Weak: I includes past prices

· Semi-strong: I includes all public info

· Strong: I includes all info, including private info

Different types of models:
· Constant expected return: Et[Rt+1] = μ

· Tests for return predictability
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CAPM: Et[Ri,t+1] – RF = βi(Et[RM,t+1] – RF)

· Tests for mean-variance efficiency

· Multi-factor models

The joint hypothesis problem: we simultaneously test market efficiency and the model

Implications of ME:
· If the EMH is not rejected, then…

· the underlying model is a good description of the market,

· the fluctuations around the expected price are unforecastable, due to randomly arriving news

· there is no place for active ptf management…

· technical analysis (WFE), fundamental analysis (SSFE), or insider trading (SFE) are useless

· the role of analysts limited to diversification, minimizing taxes and transaction costs

· or corporate policy:

· the choice of capital structure or dividend policy has no impact on the firm’s value (under MM assumptions)

· still need to correct market imperfections (agency problem, taxes, etc.)

· Perfect ME is unattainable:

· The Grossman-Stiglitz paradox: there must be some strong-form inefficiency left

· Operational efficiency: one cannot make profit on the basis of info, accounting for info acquisition and trading costs
· Relative efficiency: of one market vs the other (e.g., auction vs dealer markets)

Different properties of the stochastic processes:

· Martingale: Et[Xt+1] = Xt
· First applied to stock prices (but they must be detrended)
· Fair game: Et[Yt+1] = 0

· Under EMH, applies to the unexpected stock returns: Et[Rt+1 - kt+1] = 0

Testing the EMH:

· Tests of informational efficiency:

· Finding variables predicting future returns (statistical significance)

· Tests of operational efficiency:

· Finding trading rules earning positive profit taking into account transaction costs and risks (economic significance)

· Tests of fundamental efficiency:

· Whether market prices equal the fundamental value implied by DCF

· Whether variability in market prices is consistent with variability in fundamentals

Tests for return predictability

Simplest model: constant expected return, Et[Rt+1] = μ

Sufficient conditions:

· Common and constant time preference rate

· Homogeneous expectations

· Risk-neutrality

Random walk with drift: Pt = μ + Pt-1 + εt
To ensure limited liability: lnPt = μ + lnPt-1 + ut
The random walk hypotheses:

· RW1: IID increments, εt ~ IID(0, σ2)

· Any functions of the increments are uncorrelated

· E.g, arithmetic (geometric) Brownian motion: εt (ut) ~ N(0, σ2)

· RW2: independent increments

· Allows for unconditional heteroskedasticity

· RW3: uncorrelated increments, cov(εt, εt-k) = 0, k>0

Tests for RW1:

· Sequences and reversals

· Examine the frequency of sequences and reversals in historical prices

· Cowles-Jones (1937): compared returns to zero and assumed symmetric distribution 

· The Cowles-Jones ratio of the number of sequences and reversals: CJ=Ns/Nr=[p2+(1-p)2]/[2p(1-p)], where p is the probability of positive return

· H0: CJ=1, rejected 

· Later: account for the trend and asymmetry, H0 not rejected

· Runs

· Examine # of sequences of consecutive positive and negative returns 

· Mood (1940): E[Nruns,i] = Npi (1-pi)+pi2,…
· ME not rejected
Tests for RW2:

· Technical analysis

· Axioms of the technical analysis:

· The market responds to signals, which is reflected in ΔP, ΔVol

· Prices exhibit (bullish, bearish, or side) trend

· History repeats

· Examine profit from a dynamic trading strategy based on past return history (e.g., filter rule: buy if past return exceeds x%)

· Alexander (1961): filter rules give higher profit than the buy-and-hold strategy

· Fama (1965): no superior profits after adjusting for trading costs

· Pesaran-Timmerman (1995): significant abnormal profits from multivariate strategies (esp in the volatile 1970s)

Tests for RW3:

· Autocorrelations

· For a given lag

· Fuller (1976): asy distribution with correction for the small-sample negative bias in autocorrelation coef (due to the need to estimate mean return)

· For all lags: Portmanteau statistics

· Box-Pierce (1970): Q ≡ T Σkρ2(k)

· Ljung-Box (1978): finite-sample correction

· Results from CLM, Table 2.4: US, 1962-1994

· CRSP stock index has positive first autocorrelation at D, W, and M frequency

· Economic significance: 12% of the variation in daily VW-CRSP predictable from the last-day return

· The equal-wtd index has higher autocorrelation

· Predictability declines over time

· Variance ratios: VR(q)≡Var[rt(q)]/(q Var[rt])
· H0: VR=1, the variance of returns is a linear function of the time interval

· In general, VR is a function of autocorrelation coefficients

· E.g., VR(2)=1+2ρ1
· Results from CLM, Tables 2.5, 2.6, 2.8: US, 1962-1994, weekly

· Indices: VR(q) rises with time interval, predictability declines over time, is larger for small-caps

· Individual stocks: weak negative autocorrelation

· Size-sorted portfolios: sizeable positive cross-autocorrelations, large-cap stocks lead small-caps

· Time series analysis: ARMA models
· Testing for long-horizon predictability: regressions with overlapping horizons, Rt+h(h)=a+bRt(h)+ut+h, t=1,…,T 
· Serial correlation: ρ(k) = h-k => use HAC s.e.

· Results from Fama-French (1988): US, 1926-1985

· Negative autocorrelation (mean reversion) for horizons from 2 to 7 years, peak of b=-0.5 for 5y 
· Poterba and Summers (1988): similar results based on VR
· Critique:

· Small-sample and bias adjustments lower the significance

· Results are sensitive to the sample period, largely due to 1926-1936 (the Great Depression)

Interpretation:

· Behavioral: investor overreaction
· Assume RW with drift, Et[Rt+1] = μ

· There is a positive shock at time τ

· The positive feedback (irrational) traders buying for t=[τ+1:τ+h] after observing Rτ>μ

· SR (up to τ+h): positive autocorrelation, prices overreact

· LR (after τ+h): negative autocorrelation, prices get back to normal level

· Volatility increases

· Non-synchronous trading

· Low liquidity of some stocks (assuming zero returns for days with no trades) induces negative autocorrelation (and higher volatility) for them, positive autocorrelation (and lower volatility) for indices, lead-lag cross-autocorrelations

· Consistent with the observed picture (small stocks are less liquid), but cannot fully explain the magnitude of the autocorrelations

· Time-varying expected equilibrium returns: Et[Rt+1] = Et[RF,t+1] + Et[RiskPremiumt+1]

· Changing preferences / risk-free rate / risk premium

· Decline in interest rate => increase in prices

· If temporary, then positive autocorrelation in SR, mean reversion in LR

Conclusions:

· Reliable evidence of return predictability at short horizon

· Mostly among small stocks, which are characterized by low liquidity and high trading costs

· Weak evidence of return predictability at long horizon

· May be related to business cycles (i.e., time-varying returns and variances)

Harvey, 1991, The world price of covariance risk
Objective:

· Investigate predictability of developed countries’ stock index returns

Methodology:

· Time series regressions

· Consider dollar-denominated excess returns

· Use global and local instruments

Data:

· Monthly returns on MSCI stock indices of 16 OECD countries and Hong Kong, 1969-1989

· The indices are value-weighted and dividend-adjusted 

· Only investable domestic companies are included

· Investment and foreign companies are excluded (to avoid double counting)

· Risk-free rate: US 30-day T-bill

· Common instruments:

· Lagged world excess return

· Dummy for January

· Dividend yield of S&P500

· Term spread for US: 3month – 1month T-bill rates

· Default spread for US: Moody’s Baa – Aaa yields

· Local instruments:

· Lagged own-country return

· Country-specific dividend yield

· Change in FX rate

· Local short-term interest rate

· Local term spread 

Results:

· Common instruments, Table 3

· Reject SSFE for most countries (F-test based on R2)

· 13 out of 18 at 5% level, 10 at 1% level

· The world ptf is most predictable: Ra2 = 13.3%

· Strongest predictors:

· Dividend yield: + for 11 countries

· Term spread + for 7 countries

· Default spread + for US and world, - Austria

· January dummy + Hong Kong and Norway, - Austria (16 positive)

· Adding local instruments to common instruments, Table 4

· Overall improvement in R2 is small

· The largest increase in adjusted R2 for Norway and Austria

· Surprisingly small impact of FX rate and local interest rates

· Most important: local return and dividend yield

Conclusions:

· Stock indices of developed countries are predictable

· Common information variables capture most of the predictable variation

· Later they will be used as instruments in conditional asset pricing tests

Pesaran&Timmerman, 1995, Predictability of stock returns: Robustness & economic significance
Objective:

· Examine profits from trading strategies using variables predicting future stock returns

· Simulate investors’ decisions in real time using publicly available info
· Estimation of the parameters

· Choice of the forecasting model

· Choice of the portfolio strategy

· Account for transaction costs

Methodology: recursive approach, each time t

· Using the data from the beginning of the sample period to t-1,

· Choose (the best set of regressors for) the forecasting model using one of the criteria:

· Statistical: Akaike / Schwarz (Bayes) / R2 / sign 
· Sign criterion: maximize proportion of correctly predicted signs

· Financial: wealth / Sharpe (adjusted for transaction costs!)
· Maximize profit from the switching strategy / Sharpe coefficient 

· Choosing portfolio strategy:

· Switch (100%) between stocks and bonds based on the forecast

· No short sales
· No leverage

· Accounting for transaction costs

· Constant (over time), symmetric (wrt buying and selling), proportional (to the price)

· Three scenarios: zero, low (0.5% stocks / 0.1% bonds), or high (1% / 0.1%)

Results:

· Robustness of the return predictability, Figures 1-3

· The volatility of predictions went up, esp. after 1974

· The predictability was decreasing, except for a large increase in 1974

· Main predictors, Table 1

· Most important: T-bill rate, monetary growth, dividend yield, and industrial growth

· The best prediction model changed over time

· Dividend yield: after 1970

· Monetary and industrial growth: after 1965

· Inflation: after the oil shock

· Interest rates: excluded in 1979-82, when the Fed did not target %

· Predictive accuracy, Table 2

· The market timing test (based on % of correctly predicted signs) rejects the null

· Mostly driven by 1970s

· Performance of the trading strategy, Table 3

· Market is a benchmark: 

· Mean return = 11.4%, std = 15.7%, Sharpe = 0.35

· Zero costs

· All criteria except for Schwarz yield higher mean return, around 14-15%

· All criteria have higher Sharpe, from 0.7 to 0.8 (0.5 for Schwarz)

· High costs

· R2 and Akaike yield higher mean return

· Financial criteria esp. suffer from transaction costs

· Most criteria still have higher Sharpe, from 0.5 to 0.6

· Test for the joint significance of the intercepts in the market model:

· Returns are not fully explained by the market risk, even under high transaction costs

Conclusions:

· Return predictability could be exploited to get profit

· Using variables related to business cycles

· Importance of changing economic regimes:

· The set of regressors changed in various periods

· Predictability was higher in the volatile 1970s

· Incomplete learning after the shock?

· Results seem robust:

· Similar evidence for the all-variable and hyper-selection models

· Returns are not fully explained by the market model

Lectures 4-5. Event study analysis
Plan

· Methodology of event studies

· Problems and solutions

· Performance of event study tests

· Specifics of modelling illiquid stocks
· Specifics of long-run event studies
Event studies (tests for rapid price adjustment): most important tool to test SSFE
· Measure the speed and magnitude of market reaction to a firm-specific event

· High-frequency (usually, daily) data

· Ease of use, flexibility

· Robustness to the joint hypothesis problem
· Experimental design

· Pure impact of a given event

· Role of info arrival and aggregation

Methodology:
· Identification of the event and its date

· Type of the event:
· Share repurchase / dividend / M&A / change in gvt policy
· Date of the event τ=0
· Announcement, not the actual payment

· The event window: several days around the event date

· Selection of the sample
· Must be representative, no selection biases

· Modelling the return generating process

· Abnormal return: ARi,t = Ri,t – E[Ri,t | Xt]

· Prediction error: ex post return - normal return

· Normal return: expected if no event happened

· The mean-adjusted approach: Xt is a constant

· The market model: Xt includes the market return

· Control portfolio: Xt is the return on portfolio of similar firms (wrt size, BE/ME)

· The estimation window: period prior to the event window

· Usually: 250 days or 60 months

· Testing the hypothesis H0: AR=0, the event has no impact on the value of the firm

· For individual firm:

· Estimate the benchmark model during the estimation period [τ-t1-T: τ-t1-1]:

Ri,t = αi + βiRM,t + εi,t, where εi,t ~ N(0, σ2(ε))

· During the event period [τ-t1: τ+t2], under H0: 

ARi,t = Ri,t - ai - biRM,t~ N(0, Vi,t), 

where var(ARi,t) = s2(ε)[1 + 1/T + (RM,t-
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· Aggregating the results across N firms: 

· Average abnormal return: AARt = (1/N) Σi ARi,t
· Computing var(AAR):
· Using the estimated variances of individual ARs, or…
· Cross-sectional approach: var(AARt) = (1/N2) Σi (ARi,t - AARi,t)2
· Aggregating the results over time: 

· Cumulative abnormal return: CAR(τ-t1: τ+t2) = Σt=τ-t1: τ+t2 ARi,t
· Similarly, average CAR: ACAR = (1/N) Σi CARi
· Relation between CARs and company characteristics:

· Cross-sectional regressions

· OLS with White errors 
· WLS with weights proportional to var(CAR)

· Account for potential selection bias

· The characteristics may be related to the extent to which the event is anticipated

· Long-run impact of the event

· The estimation error is much larger

Asquith&Mullins, 1983, The impact of initiating dividend payments on shareholder wealth
Objective:

· Measure stock price reaction to dividend announcements

· Costs vs clientele vs signaling vs other theories

· Sample of companies initiating dividend payments

· No need to model investors’ expectations

· Explicitly control for other news

· Relate ARs to the magnitude of dividends

· The first cross-sectional analysis of factors explaining ARs

· Compare reaction to initial and subsequent dividends

Data:

· 168 firms that initiated dividend payments to common stockholders in 1963-1980

· 114 increased dividends within 3 years

· 7 decreased dividends

· The announcement date: 

· Publication in the Wall Street Journal
· Other announcements in +/- 10 day interval around the event date

· Daily stock returns

Methodology:

· Normal return: on control portfolio with similar beta

· Each year, stocks traded in NYSE and ASE were grouped into 10 portfolios ranked by beta

· Event window: [-1:0]

· To capture cases when the news was published on the next day after the announcement

· Main variable: CAR[-1:0] = AR-1 + AR0
· Cross-sectional approach to compute std: t(ACARt) = √N ACARt / std(CARi,t)

Results:

· Table 1, all firms in the sample

· AR-1 = 2.5%, AR0= 1.2%, both with t>3

· Two-day ACAR = 3.7% with t=6.6

· Almost 70% of firms experienced positive market reaction

· Other ARs are small and insignificant

· Consistent with ME

· No leakage of info prior to div announcement

· Table 3, subsamples of firms

· 88 firms with no other new info: two-day ACAR = 4.7% with t=5.9

· Dividend and earning announcements may be partial substitutes!

· Firms that subsequently raised dividends: smaller and marginally (in)significant ACARs

· No expectation model for subsequent dividends!

· Table 4, CS regression of CARs on the change in payout yield

· Slope coefficient: captures the effects of an unexpected div increase

· Positive relation for both initial and subsequent dividends

· The reaction is stronger for subsequent dividends

· The intercept: captures the expected div increase (with negative sign)

· Negative for subsequent dividends (they are partially forecast)

Conclusions:

· The first clean test of the market reaction to dividends

· The positive effects of dividends overweigh the negative ones

· Support for the signaling model

· Market efficiency is not rejected

Strengths of the event study analysis
· Direct and powerful test of SSFE

· Shows whether new info is fully and instantaneously incorporated in stock prices

· The joint hypothesis problem is overcome
· At short horizon, the choice of the model usually does not matter

· In general, strong support for ME

· Testing corporate finance theories

· Average AR measures market reaction to a certain type of the event

· E.g., wealth effects of M&A, financing decisions, etc.

Event studies: problems and solutions
· Uncertain event date

· Use cumulative abnormal return

· Event-induced variance

· Use cross-sectional approach to compute var(ACAR)
· Heteroscedasticity

· Use cross-sectional approach for standardized abnormal returns: SARi,t = ARi,t/std(ARi,t)

· Event clustering => cross-correlation in ARs

· Analyze portfolios of correlated stocks

· Regression with event dummies

· Non-normal distribution

· Nonparametric tests: 

· Sign test (but not for skewed distributions)

· Rank test by Corrado (1989)

Performance of short-run event studies: Brown and Warner (1980, 1985)

· For large cross-sections of frequently traded stocks:

· The t-tests and the non-parametric rank test have the correct size and power

· The power of the sign test is always lower

· For smaller cross-sections or returns with fat tails:

· The t-tests show significant size distortions

· The rank test retains correct size and has higher power

· Of all potential statistical problems, only the event-induced variance is serious

· The solution is to estimate the variance over the cross-section of ARs

· Other potential problems, such as cross-dependence, auto-correlation and thin trading vanish if ARs are based on the market model (except for very illiquid stocks)

· The power of tests decreases considerably if there is event date uncertainty

Specifics of modelling illiquid stocks

Event studies: problems for illiquid stocks

· Thin trading in the estimation period 

· Bias in beta

· Thin trading in the event period

· Unreliable ARs

· Higher bid-ask spread => negative auto-correlation

· The variance of observed returns is inflated

Estimation of beta
· Choice of the return interval and length of the estimation period

· Usually, monthly returns during a five-year period

· The sampling error => betas deviate from the mean

· Bayesian adjustment, Vasicek (1973): adjust imprecisely estimated individual stock betas towards the average beta in the sample
βadj = wβOLS + (1-w)βavg
· where w=σ2(βOLS)/[σ2(βavg)+σ2(βOLS)] is proportional to the counterpart’s variance
· βOLS and σ2(βOLS): the OLS estimate of the individual stock beta and its variance
· βavg and σ2(βavg): the average OLS beta of all stocks and its cross-sectional variance
· Non-synchronous trading => bias in beta

· The “trade-to-trade” approach: use matched multi-period returns 

Rj,nt = αjnt + βjRM,nt + Σt=0:nt-1εj,t
· Returns on the index are matched to the same consecutive trading days as the stock

· Irregular intervals => heteroscedasticity
· WLS or OLS with the data divided by √nt
· The Cohen estimators: aggregate lagged and leading beta coefficients

Rj,t = αj + Σk=-k1:k2βj,kRM,t+k + εj,t
· True beta is a sum of all lead-lag betas: βj = Σl=-l1:l2βj,l
Solving the problem of thin trading in the event period
· Exclude the non-traded stocks

· Reduces # observations and power of the tests

· Use daily returns estimated by a certain procedure:

· The ‘lumped’ return procedure: 

· Allocate the whole multi-period return to the first trading day

· Zero returns for non-traded days

· The ‘uniform’ return procedure: 

· Spread the multi-period return equally during the period

· Heinkel and Kraus (1988):

· Substitute systematic component for non-traded days

· Add idiosyncratic component for the first trading day

· The ‘trade-to-trade’ approach: use multi-period ARs

Performance of short-run event studies for very illiquid stocks: Maynes and Rumsey (1993)

· The traditional tests are misspecified

· Only the rank test together with ‘trade-to-trade’ approach performs well

Specifics of long-run event studies
DeBondt&Thaler, 1985, Does the stock market overreact?
Objective:

· Test the overreaction hypothesis:

· Investors pay too much attention to current earnings and punish companies with low P/E

· Later earnings and prices return to fundamental levels

· Examine long-run performance of winner and loser portfolios formed on the basis of past returns

· Different formation and testing periods

Data and methodology:

· Monthly returns of NYSE common stocks in 1926-1982 (CRSP)

· Stocks with at least 85 months of data (to exclude small and young firms)

· Market index: equal-wtd avg return on all CRSP stocks

· Market-adjusted approach for AR: ARi = Ri – RM 

· Similar results for CAPM and market model approaches (unreported)

· Test procedure:

· Consider 16 non-overlapping 3y periods: 1/1930-12/1932, …, 1/1978-12/1980

· In the beginning of each period, t=0: rank all stocks on cumulative excess returns during the formation period (past 36 months)

· Top 35 / top 50 / top decile stocks = winner ptf (similarly, for loser ptf)

· Compute ARs and CARs for the next 36 months: t=1:36

· Tested hypotheses: ACARL=0, ACARW=0, ACARL=ACARW
· Cross-sectional std
Results:

· Figure 1, 3y formation period

· Losers outperform winners by 24.6% during 36m testing period, t=2.2

· Mostly driven by 
· Losers that outperform the market by 19.6%

· January returns

· Years 2 and 3

· The results may be understated, since losers have lower beta

· Table 1, 1y to 5y formation periods

· Price reversal is the strongest for 3y and 5y intervals

· Momentum effect for 1y formation and 1y testing period

· Figure 3, annual rebalancing

· Even larger return differential

· Jumps in January during each of the next 5 years!

· No statistical tests (due to auto-correlation)
Conclusions:

· Rejection of WFE

· Support for the overreaction hypothesis:

· Low P/E companies are temporarily undervalued

· Contrarian strategy yields high AR

· Robustness: similar results for 

· Different formation periods 

· Different models for ARs

· Annual rebalancing

Critique:

· Results are sensitive to the inclusion of illiquid small-caps

· Profits disappear if account for transaction costs

· Results are sensitive to ptf formation period:

· No profit if form portfolios in June

· Results driven by Great Depression and WWII period

· Can’t reject RW if use GLS

· Leverage effect:

· Positive returns => lower leverage => lower risk and required return

· Higher return on loser ptf may be due to higher risks

· DeBondt&Thaler (1987): market model, βL-W=0.22, αL-W=5.9% significantly positive

· But: αL-W≈0 if different betas in bull and bear markets
· Return differential is fully explained by the Fama-French model
Lyon, Barber, and Tsai (1999)
· Biases of traditional tests
· New listing or survivor bias: +
· The index (or reference ptf) includes newly added stocks, excludes dead ones
· Rebalancing bias: -
· The index is periodically rebalanced
· (Positive) skewness bias: -
· Approach 1: traditional event study and BHARs
· Carefully constructed reference portfolios 

· BHARs: buy-and-hold abnormal returns
· Skewness-adjusted t-stat.: bootstrap or simulations of long-run ARs of pseudoportfolios

· But: still unable to control for cross-sectional dependence in sample observations
· Approach 2: calendar-time portfolios

· Construct time series of mean ARs in the sample in a given month

· Inference is based on t-statistics of the time-series of monthly ARs

· But: does not precisely measure investor experience
· All long-run tests are sensitive to the poorly specified asset pricing model!

· Controlling for size and book-to-market is not sufficient
Lectures 6-7. Tests of CAPM
Plan

· Time-series tests

· Cross-sectional tests

· Anomalies and their interpretation

· Joint test of anomalies: Fama and French (1992)

· Conditional tests: Ferson and Harvey (1998)

Sharpe-Lintner CAPM: 
Et-1[Ri,t] = RF + βi (Et-1[RM,t] – RF)

Black (zero-beta) CAPM: 
Et-1[Ri,t] = Et-1[RZ,t] + βi (Et-1[RM,t] – Et-1[RZ,t])

· Single-period model for expected returns, implying that

· The intercept is zero

· Beta fully captures cross-sectional variation in expected returns

· Testing CAPM = checking that market portfolio is on the mean-variance frontier

· ‘Mean-variance efficiency’ tests

Standard assumptions for testing CAPM

· Rational expectations for Ri,t, RM,t, RZ,t: ex ante → ex post
· E.g., Ri,t = Et-1Ri,t + ei,t, where e is white noise

· Constant beta
Testable equations:
Ri,t-RF = βi(RM,t-RF) + εi,t,

Ri,t = (1-βi)RZ,t + βiRM,t + εi,t,

where Et-1(εi,t) = 0, Et-1(RM,tεi,t) = 0, Et-1(RZ,tεi,t) = 0, Et-1(εi,t, εi,t+j) = 0 (j≠0)

Time-series tests

N assets, T observations

Sharpe-Lintner CAPM: 
Ri,t-RF = αi + βi(RM,t-RF) + εi,t (+ δiXt-1)

H0: αi=0 for any i=1,…,N (δi=0)

Strong assumptions: Ri,t ~ IID Normal

· Estimate by ML, same as OLS

· Finite-sample F-test: 
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· Can rewrite 
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· μ is the expected excess return

· q is ex post tangency portfolio from N assets and market portfolio m
· Alternatively: Wald test or LR test
Weaker assumptions: allow non-normality, heteroscedasticity, and auto-correlation of returns

· Test by GMM imposing orthogonality of [1 RM,t] and [Ri,t-RF-αi-βi(RM,t-RF)]

Black (zero-beta) CAPM: 
Ri,t = αi + βiRM,t + εi,t,

H0: there exists γ s.t. αi=(1-βi)γ for any i=1,…,N

Strong assumptions: 
· LR test with finite-sample adjustment: 
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Performance of tests:

· The size is correct after the finite-sample adjustment

· The power is fine for small N relative to T


Results

· Early tests: did not reject CAPM

· Gibbons, Ross, and Shanken (1989)

· Data: US, 1926-1982, monthly returns of 11 industry portfolios, VW-CRSP market index

· For each individual portfolio, standard CAPM is not rejected

· Joint test rejects CAPM

· CLM, Table 5.3

· Data: US, 1965-1994, monthly returns of 10 size portfolios, VW-CRSP market index

· Joint test rejects CAPM, esp. in the earlier part of the sample period

Cross-sectional tests

Main idea: 

Ri,t = γ0 + γ1βi + εi,t (+ γ2Xi,t)

H0: asset returns lie on the security market line

γ0 = RF, γ1 = mean(RM - RF) > 0, γ2 = 0

Two-stage procedure (Fama-MacBeth, 1973)

1. Time-series regressions to estimate betas
Ri,t = αi + βi RM,t + εi,t
· First 5y period: estimate betas for individual stocks, form 20 beta-sorted portfolios with equal number of stocks
· Second 5y period: recalculate betas of the stocks, assign average stock betas to the portfolios

· Third 5y period: each month, run cross-sectional regressions

2. Cross-sectional regressions of the excess returns on estimated betas and other variables: 

Ri,t = γ0 + γ1βi + γ2β2i + γ3σi + εi,t
· Running this regression for each month t, one gets the time series of coefficients γ0,t, γ1,t, …

· Compute mean and std of γ’s from these time series:
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· No need for s.e. of coefficients in the cross-sectional regressions!

· Shanken’s correction for the ‘error-in-variables’ problem: 
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· Assuming normal IID returns, 
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Why is Fama-MacBeth approach popular in finance?

· Period-by-period cross-sectional regressions instead of one panel regression

· The time series of coefficients allows one to estimate the mean value of the coefficient and its s.e. over the full period or subperiods

· If coefficients are constant over time, this is equivalent to FE panel regression

· Simple: 

· Avoids estimation of s.e. in the cross-sectional regressions

· Esp. valuable in presence of cross-correlation

· Flexible:

· Easy to accommodate additional regressors

· Easy to generalize to Black CAPM

Results:

· Until late 1970s: CAPM is not rejected

· Since late 70s: multiple anomalies, “fishing license” on CAPM

· Standard Fama-MacBeth procedure for a given stock characteristic X:

· Estimate betas of portfolios of stocks sorted by X

· Cross-sectional regressions of the ptf excess returns on estimated betas and X
· Reinganum (1981): no relation between betas and average returns for beta-sorted portfolios in 1964-1979 in the US

Asset pricing anomalies:

	
	Variable
	Sign of the premium

	Seasonal:
	
	

	Reinganum (1983)
	January dummy
	+

	French (1980)
	Monday dummy
	-

	Price-related:
	
	

	Basu (1977, 1983)
	E/P
	+

	Stattman (1980)
	Book-to-market: BE/ME
	+

	Banz (1981)
	Size: ME
	-

	Bhandari (1988)
	Leverage: D/E
	+

	Past performance:
	
	

	Jegadeesh and Titman (1993)
	Momentum: 6m-1y return
	+

	De Bondt and Thaler (1985)
	Contrarian: 3y-5y return
	-

	Market microstructure:
	
	

	Brennan et al. (1996)
	Liquidity: trading volume
	-


Interpretation of anomalies

Technical explanations: there are no real anomalies

· Roll’s critique (1977)

· For any ex post MVE portfolio, pricing equations suffice automatically

· It is impossible to test CAPM, since any market index is not complete

· Human capital, real estate, foreign assets, etc. are omitted

· Response to Roll’s critique

· Stambaugh (1982): similar results if add to stock index bonds and real estate

· Shanken (1987): if correlation between stock index and true global index exceeds 0.7, CAPM is rejected

· Counter-argument:

· Roll and Ross (1994): even small deviations of market ptf proxy from the true market ptf (which is MVE) may lead to insignificant cross-sectional relation between expected returns and betas

· Data snooping bias (e.g., Lo&MacKinlay, 1990): 

· Only the successful results (out of many investigated variables) are published

· Subsequent studies using variables correlated with those that were found to be significant before are also likely to reject CAPM

· Out-of-sample evidence:

· Post-publication performance in US: premiums get smaller (size, turn of the year effects) or disappear (the week-end, dividend yield effects)

· Pre-1963 performance in US (Davis, Fama, and French, 2001): similar value premium, which subsumes the size effect

· Other countries (Fama&French, 1998): value premium in 13 developed countries

· Error-in-variables problem: 

· Betas are measured imprecisely

· Anomalous variables are correlated with true betas

Ri,t - RF = γ0 + γ1
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· Sample selection problem

· Survivor bias: the smallest stocks with low returns are excluded

· Sensitivity to the data frequency: 

· CAPM not rejected with annual data

· Mechanical relation between prices and returns (Berk, 1995)

· Purely random cross-variation in the current prices (Pt) automatically implies higher returns (Rt=Pt+1/Pt) for low-price stocks and vice versa

Multiple risk factors: anomalous variables proxy additional risk factors

· Some anomalies are correlated with each other: e.g., size and January effects

· Ball (1978): the value effect indicates a fault in CAPM rather than market inefficiency, since the value characteristics are stable and easy to observe => low info costs and turnover

· Chan and Chen (1991): small firms bear a higher risk of distress, since they are more sensitive to macroeconomic changes and are less likely to survive adverse economic conditions

· Lewellen (2002): the momentum effect exists for large diversified portfolios of stocks sorted by size and BE/ME => can’t be explained by behavioral biases in info processing

Irrational investor behavior:

· Investors overreact to bad earnings => temporary undervaluation of value firms

· La Porta et al. (1987): the size premium is the highest after bad earnings announcements

Fama&French, 1992, The cross-section of expected stock returns
Objective:

· Evaluate joint roles of market beta, size, E/P, leverage, and BE/ME in explaining cross-sectional variation in US stock returns

Data:

· All non-financial firms in NYSE, AMEX, and (after 1972) NASDAQ in 1963-1990

· Monthly return data (CRSP)

· Annual financial statement data (COMPUSTAT)

· Used with a 6m gap

· Market index: the CRSP value-wtd portfolio of stocks in the three exchanges

· Alternatively: EW and VW portfolio of NYSE stocks, similar results (unreported)

· ‘Anomaly’ variables:

· Size: ln(ME)

· Book-to-market: ln(BE/ME)

· Leverage: ln(A/ME) or ln(A/BE)

· Earnings-to-price: E/P dummy (1 if E<0) or E(+)/P

· E/P is a proxy for future earnings only when E>0

Methodology: 

· Each year t, in June:

· Determine the NYSE decile breakpoints for size (ME), divide all stocks to 10 size portfolios

· Divide each size portfolio into 10 portfolios based on pre-ranking betas estimated over the previous 60 months

· Measure post-ranking monthly returns of 100 size-beta EW portfolios for the next 12 months

· Measure full-period betas of 100 size-beta portfolios:

· As the sum of slopes in the time-series regression of ptf returns on current and prior-month market returns:

Rj,t = αj + βj,0RM,t + βj,-1RM,t-1 + εj,t
· Run Fama-MacBeth (month-by-month) CS regressions of the excess returns of individual stocks on betas, size, and other variables

· Assign to each stock a post-ranking beta of its portfolio

Results:

· Table 1: characteristics of 100 size-beta portfolios

· Panel A: enough variation in returns, small (but not high-beta) stocks earn higher returns

· Panel B: enough variation in post-ranking betas, strong negative correlation between size and beta (-0.988); in each size decile, post-ranking betas capture the ordering of pre-ranking betas

· Panel C: in any size decile, the average size is similar across beta-sorted portfolios

· Table 2: characteristics of portfolios sorted by size or by pre-ranking beta

· When sorted by size alone: strong negative relation between size and returns, strong positive relation between betas and returns

· When sorted by betas alone: no clear relation between betas and returns!

· Table 3: Fama-MacBeth regressions 

· Even when alone, beta fails to explain returns!

· Size has reliable negative relation with returns

· Book-to-market has even stronger (positive) relation

· Market and book leverage have significant, but opposite effect on returns (+/-)

· Since coefficients are close in absolute value, this is just another manifestation of book-to-market effect!

· Earnings-to-price: U-shape, but the significance is killed by size and BE/ME

Authors’ conclusions:

· “Beta is dead”: no relation between beta and average returns in 1963-1990

· Other variables correlated with true betas?

· But: beta fails even when alone

· Though: shouldn’t beta be significant because of high negative correlation with size?

· Noisy beta estimates?

· But: post-ranking betas have low s.e. (most below 0.05)

· But: close correspondence between pre- and post-ranking betas for the beta-sorted portfolios

· But: same results if use 5y pre-ranking or 5y post-ranking betas

· Robustness:

· Similar results in subsamples

· Similar results for NYSE stocks in 1941-1990

· Suggest a new model for average returns, with size and book-to-market equity

· This combination explains well CS variation in returns and absorbs other anomalies

Discussion:

· Hard to separate size effects from CAPM

· Size and beta are highly correlated

· Since size is measured precisely and beta is estimated with large measurement error, size may well subsume the role of beta!

· Once more, Roll and Ross (1994): 

· Even portfolios deviating only slightly (within the sampling error) from mean-variance efficiency may produce a flat relation between expected returns and beta

Further research:

· Conditional CAPM

· The ‘anomaly’ variables may proxy for time-varying market risk exposures

· Consumption-based CAPM

· The ‘anomaly’ variables may proxy for consumption betas

· Multifactor models

· The ‘anomaly’ variables may proxy for time-varying risk exposures to multiple factors

Ferson&Harvey, 1998, Fundamental determinants of national equity market returns: A perspective on conditional asset pricing
Objective:

· Conduct conditional tests of CAPM on the country level

· Relating the instruments to alpha and beta

· Global vs local instruments

Data:

· Monthly returns on MSCI stock indices of 21 developed countries, 1970-1993

· Risk-free rate: US 30-day T-bill

· Global instruments (lagged):

· World market return and dividend yield

· The G10 vs USD FX return

· 30d Eurodollar deposit rate, 90-30d Eurodollar term spread 

· Local instruments:

· Valuation ratios: E/P, P/CF, P/BV, D/P

· Financial: 60m volatility and 6m momentum

· Macro: GDP per capita and inflation (relative to OECD), long-term interest rate, term spread, credit risk

Methodology I:

· The return-generating process (rational expectations)

ri,t+1 = Et[ri,t+1] + βi,t (rM,t+1-Et[rM,t+1]) + εi,t+1,

· where Et(εi,t+1) = 0, Et(RM,t+1εi,t+1) = 0, 
· ri,t+1 is country i’s excess return in US dollars

· Model for conditional expected returns and betas:

Et[ri,t+1] = αi,t + βi,t Et[rM,t+1],

· where βi,t = β0i + β’1iZt + β’2iAi,t, αi,t = α0i + α’1iZt + α’2iAi,t
· Zt are global (world) instruments

· Ai,t are local (country-specific) instruments

· Estimation by GMM (or OLS): 

ri,t+1 = (α0i + α’1iZt + α’2iAi,t) + (β0i + β’1iZt + β’2iAi,t) rM,t+1 + εi,t+1
· H0: αi = 0

· Two-factor model: adding exchange risk factor
Results:

· Table 2: conditional betas, joint tests for the groups of attributes

· For most countries, betas are time-varying

· The global instruments’ impact on betas is subsumed by local variables

· Most important country-specific instruments…
· for market betas: E/P, inflation, long-term interest rate

· for FX betas: inflation and credit risk

· Table 3: conditional alphas in a two-factor model, leaving only important instruments for betas

· For most countries, alphas are time-varying

· Panel B, jointly significant variables across the countries: E/P, P/CF, P/BV, volatility, inflation, long-term interest rate, and term spread

· Panel C, economic significance: typical abnormal return (in response to 1σ change in X) around 1-2% per month

Methodology II: Fama-MacBeth approach with conditional alpha and betas in a two-factor model

· Each month:

· Estimate time-series regression with 60 prior months using one attribute at a time

ri,t+1 = (α0i + α1iAi,t) + (β0i + β1iAi,t) rW,t+1 + εi,t+1,

· where rW,t+1 is a vector of the world market return and FX rate

· Estimate WLS cross-sectional regression using the fitted values of alpha and/or betas as well as raw attributes

ri,t+1 = γ0,t+1 + γ1,t+1ai,t+1 + γ’2,t+1bi,t+1 + γ3,t+1Ai,t + ei,t+1
Results:

· Table 5: cross-sectional explanatory power of lagged attributes

· The raw attributes alone produce low R2

· The explanatory power of attributes as instruments for risk is much greater than for mispricing

· Some attributes enter mainly as instruments for beta (e.g., E/P) or alpha (e.g., momentum)

Conclusions:

· Strong support for the conditional asset pricing model

· Local attributes drive out global information variables in models of conditional betas

· The explanatory power of attributes as instruments for risk is much greater than for mispricing

· The relation of the attributes to expected returns and risks is different across countries

Lectures 8-9. Multifactor models
Plan

· Theoretical base for the multifactor models: APT and ICAPM

· Testing when factors are traded portfolios

· Statistical factors

· Macroeconomic factors: Chen, Roll, and Ross (1986)
· Fundamental factors: Fama and French (1993)
APT
· K-factor return-generating model for N assets:

Rt = a + Bft + εt,
· where E(εt)=0, E(ftεt)=0
· B is NxK matrix of factor loadings
· Cross-sectional equation for risk premiums:
E[R] = λ0l + BλK
· where λK is Kx1 vector of factor risk premiums
· λ0 is zero-beta exp return (equal to RF if it exists)
· ICAPM: another interpretation of factors
· The market ptf + state variables describing shifts in the mean-variance frontier
Specifics of testing APT:

· No need to estimate the market ptf
· Can be estimated within a subset of the assets 

· Assume the exact form of APT
· In general, the approximate APT, which is not testable
· The factors and their number are unspecified
· Factors can be traded portfolios or not
· Factors may explain cross differences in volatility, but have low risk premiums
Testing when factors are traded portfolios

Similar to tests of CAPM:
· With risk-free asset:
· Regression of excess asset returns on excess factor returns
rt = a + Brf,t + εt,
· H0: a=0, F-test
· Risk premia: mean excess factor returns, 
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· Time-series estimator of variance: 
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· Without risk-free asset: need to estimate zero-beta return γ0
· Unconstrained regression of asset returns on factor returns:
Rt = a + BRf,t + εt,

· Constrained regression:
Rt = (lN-BlK)γ0 + BRf,t + εt,

· H0: a=(lN-BlK)γ0, LR test 
· Risk premia: mean factor returns in excess of zero-beta return, 
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· Variance: 
[image: image14.wmf](

)

(

)

(

)

(

)

K

K

T

t

K

t

f

K

t

f

K

l

l

r

r

T

'

ˆ

var

'

ˆ

ˆ

1

ˆ

var

0

1

,

,

2

g

l

l

l

+

-

-

=

å

=


· When factor portfolios span the mean-variance frontier: no need to specify zero-beta asset
· Regression of asset returns on factor returns:
Rt = a + BRf,t + εt,

· H0: a=0 and BlK=lN 
· Jensen’s alpha equals zero and portfolio weights sum up to one
· If the null is rejected, adding ‘new’ assets with returns Rt to the ‘old’ assets (based on factors) shifts the mean-variance frontier
· Applications:
· Measuring benefits from international diversification
· Evaluating performance of mutual funds
Three approaches to estimate factors:

· Statistical factors

· Extracted from returns

· Estimate B and λ at the same time
· Macroeconomic factors
· Estimate B, then λ
· Fundamental factors

· Estimate λ for given B (proxied by firm characteristics)

Statistical factors
Factor analysis: 

· Rt - μ = Bft + εt, 

cov(Rt) = B Ω B’ + D
· Assuming strict factor structure: D≡cov(εt) is diagonal
· Specification restriction on factors: E(ft)=0, Ω≡cov(ft)=I
· Estimation:
· Estimate B and D by ML
· Get ft from the cross-sectional GLS regression of asset returns on 
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Principal components: 

· Classical approach: TS asymptotics
· Choose linear combinations of asset returns that maximize explained variance: 
Maxx1 x1’cov(Rt)x1, s.t. x1’x1=1
· Each subsequent component is orthogonal to the previous ones: 


Maxxk xk’cov(Rt)xk, s.t. xk’xj=1 (j<k)
· Correspond to the largest eigenvectors of NxN matrix cov(Rt)
· K-th factor: rescaled xK s.t. weights sum up to 1 (to make it a portfolio)
· Connor and Korajczyk (CK, 1988): CS asymptotics
· Take K largest eigenvectors of TxT matrix r’r/N
· where r is NxT excess return matrix

· As N→∞, KxT matrix of eigenvectors = factor realizations
· The factor estimates allow for time-varying risk premiums!
· Refinement (like GLS): same for the scaled cross-product matrix r’D-1r/N
· where D has variances of the residuals from the first-stage ‘OLS’ on the diagonal, zeros off the diagonal
· This increases the efficiency of the estimation
Results:

· 5-6 factors are enough
· Based on explicit statistical tests and asset pricing tests
· Explain up to 40% of CS variation in stock returns
· Better than CAPM
· Explain some (January), but not all (size, BE/ME) anomalies
Discussion of statistical factors
· Missing economic interpretation
· The explanatory power out of sample is much lower than in-sample
· # factors rises with N
· CK fix this problem
· Static: slow reaction to the structural changes
· Except for CK PCs
Macroeconomic factors
· Time series to estimate B:

Ri,t = ai + b’ift + εi,t
· Cross-sectional regressions to estimate ex post realizations of risk premia for each t:
Ri,t = λ0,t + 
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· Risk premia: mean and std from the time series of λK,t
Chen, Roll, and Ross, 1986, Economic forces and the stock market
Objective:

· Examine the relation between (macro) economic state variables and stock returns

· Variables related to CFs / discount rates

Data:

· Monthly returns on 20 EW size-sorted portfolios, 1953-1983

· Macro variables:

· Industrial production growth: MPt = ln(IPt/IPt-1), YPt = ln(IPt/IPt-12)

· Unanticipated inflation: UIt = It - Et-1[It]

· Change in expected inflation: DEIt = Et[It+1] - Et-1[It]

· Risk premium: UPRt = (Baa&under Return)t - (Long-term Gvt Bond Return)t
· Term structure: UTSt = (Long-term Gvt Bond Return)t - (T-bill rate)t-1
· Real interest rate: RHOt = TBt-1 - It
· Market return: EWNYt and VWNYt (NYSE)

· Real consumption growth: CG

· Change in oil prices: OG

Methodology: Fama-MacBeth procedure

· Each year, using 20 EW size-sorted portfolios:

· Estimate factor loadings B from time-series regression, using previous 5 years

Ri,t = a + b’ift + εi,t
· Estimate ex post risk premia from the cross-sectional regression for each of the next 12 months

Ri,t = λ0,t + 
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· Risk premia: mean and std from the time series of ex post risk premia λt
Results:

· Table 4, risk premia

· MP: +, insurance against real systematic production risks

· UPR: +, hedging against unexpected increases in aggregate risk premium

· UTS: - in 1968-77, assets whose prices rise in response to a fall in LR interest rates are more valuable

· UI and DEI: - in 1968-77, when they were very volatile

· YP, EWNY, VWNY are insignificant

· Table 5, risk premia when market betas are estimated in univariate TS regression

· VWNY is significant when alone in CS regression

· VWNY is insignificant in the multivariate CS regression

· Tables 6 and 7, adding other variables

· CG is insignificant

· OG: + in 1958-67

Conclusions:

· Stocks are “exposed to systematic economic news and priced in accordance with their exposures”
· Market betas fail to explain CS of stock returns

· Though market index is the most significant factor in TS regression

· No support for consumption-based pricing

Discussion of macro factors

· Strong economic intuition

· Static: slow reaction to the structural changes

· Bad predictive performance

Fundamental factors
· B is proxied by firm characteristics:
· Market cap, leverage, E/P, liquidity, etc.
· Taken from CAPM violations
· Cross-sectional regressions for each t to estimate risk premia:

Ri,t = λ0 + 
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· Alternative: factor-mimicking portfolios
· Zero-investment portfolios: long/short position in stocks with high/low attribute’s value
Fama and French, 1993, Common risk factors in the returns on stocks and bonds
Objective:

· Identify risk factors in stock and bond markets

· Factors for stocks are size and book-to-market

· In contrast to Fama&French (1992): time series tests

· Factors for bonds are term structure variables

· Links between stock and bond factors

Data:

· All non-financial firms in NYSE, AMEX, and (after 1972) NASDAQ in 1963-1991

· Monthly return data (CRSP)

· Annual financial statement data (COMPUSTAT)

· Used with a 6m gap

· Market index: the CRSP value-wtd portfolio of stocks in the three exchanges

Methodology: 

· Stock market factors:

· Market: RM-RF

· Size: ME

· Book-to-market equity: BE/ME

· Bond market factors:

· TERMt = (Return on Long-term Gvt Bonds)t - (T-bill rate)t-1
· DEFt = (Return on Corp Bonds)t - (Return on Long-term Gvt Bonds)t
Constructing factor-mimicking portfolios:

· In June of each year t, break stocks into:

· Two size groups: Small / Big (below/above median)

· Three BE/ME groups: Low (bottom 30%) / Medium / High (top 30%)

· Compute monthly VW returns of 6 size-BE/ME portfolios for the next 12 months

· Factor-mimicking portfolios: zero-investment

· Size: SMB = 1/3(SL+SM+SH) – 1/3(BL+BM+BH)

· BE/ME: HML = 1/2(BH+SH) – 1/2(BL+SL)

The returns to be explained:

· 25 stock portfolios

· In June of each year t, stocks are sorted by size (current ME) and (independently) by BE/ME (as of December of t-1)

· Using NYSE quintile breakpoints, all stocks are allocated to one of 5 size portfolios and one of 5 BE/ME portfolios

· From July of t to June of t+1, monthly VW returns of 25 size-BE/ME portfolios are computed

· 7 bond portfolios

· 2 gvt portfolios with 1-5y and 6-10y maturity

· 5 corporate bond portfolios with Aaa, Aa, A, Baa, and below Baa Moody’s ratings

Time-series tests:

· Regressions of excess asset returns on factor returns:

ri,t = ai + b’irf,t + εi,t
· Common variation: slopes and R2
· Pricing: intercepts

Results:

· Table 2: summary statistics

· RM-RF, SMB, and HML: high mean and std, (marginally) significant

· TERM and DEF: low mean, but high volatility

· SMB and HML are almost uncorrelated (-0.08)

· RM-RF is positively correlated with SMB (0.32) and negatively with HML (-0.38)

Results on common variation:

· Table 3: explanatory power of bond-market factors

· The slopes are higher for stocks, similar to those for long-term bonds

· TERM coefficients rise with bond maturity

· Small stocks and low-grade bonds are more sensitive to DEF

· R2 is higher for bonds

· Table 4: explanatory power of the market factor

· R2 for stocks is much higher, up to 0.9 for small low BE/ME stocks

· The slopes for bonds are small, but highly significant, rising with maturity and riskiness

· Table 5: explanatory power of SMB and HML

· Significant slopes and quite high R2 for stocks

· Typically insignificant slopes and zero R2 for bonds 

· Table 6: explanatory power of RM-RF, SMB and HML

· Slopes for stocks are highly significant, R2 is typically over 0.9

· Market betas move toward one

· The SMB and HML slopes for bonds become significant

· Table 7: five-factor regressions

· Stocks: stock factors remain significant, but kill significance of bond factors

· Bonds: bond factors remain significant, stock factors become much less important

· RM-RF help to explain high-grade bonds

· SMB and HML help to explain low-grade bonds

· Orthogonalization of the market factor:

RM-RF=0.5+0.44SMB-0.63HML+0.81TERM+0.79DEF+e

· All coefficients are significant, R2=0.38

· The market factor captures common variation in stock and bond markets!

· Orthogonalized market factor: RMO = const + error

· Table 8: five-factor regressions with RMO

· Stocks: bond factors become highly significant

· The coefficients on TERM and DEF round 0.8, close to those on RM-RF and RMO

· That’s why bond factors were buried by coefficients on RM-RF!

Results on pricing:

· Table 9a, stocks

· TERM and DEF: positive intercepts

· RM-RF: size effect

· SMB and HML: big positive intercepts

· RM-RF, SMB and HML: most intercepts are zero

· Adding bond factors does not improve

· Table 9b, bonds

· TERM and DEF: positive intercepts for gvt bonds

· RM-RF or SMB with HML make intercepts insignificant

· Increased precision due to TERM and DEF explains positive intercepts in a five-factor model

· Table 9c, F-test

· Joint test for zero intercepts rejects the null for all models

· The best model for stocks is a model with three stock factors

· Marginal rejection is due to the absence of size effect in the lowest BE/ME quintile

Diagnostics:

· Time series regressions of residuals from the five-factor model on D/P, default spread, term spread, and short-term interest rates

· No evidence of predictability!

· Table 10, time series regressions of residuals on January dummy

· January seasonals are weak, mostly for small and high BE/ME stocks

· Except for TERM, there are January seasonals in risk factors, esp in SMB and HML

Split-sample tests:

· Each of the size-BE/ME portfolios is split into two halves

· One is used to form factors

· Another is used as dependent variables in regressions

· Similar results

Other sets of portfolios:

· Portfolios formed on E/P

· Zero intercepts

· Portfolios formed on D/P

· The only unexplained portfolio: D/P=0, a=-0.23

Conclusions:

· There is an overlap between processes in stock and bond markets

· Bond market factors capture common variation in stock and bond returns, though explain almost no average excess stock returns

· Three-factor model with the market, size, and book-to-market factors explains well stock returns

· SMB and HML explain the cross differences

· RM-RF explains why stock returns are on average above the T-bill rate

· The two bond factors explain well variation in bond returns

· SMB and HML help to explain variation of low-grade bonds

Fama and French, 1995, Size and book-to-market factors in earnings and returns
· There are size and book-to-market factors in earnings which proxy for relative distress

· Strong firms with persistently high earnings have low BE/ME

· Small-cap stocks tend to be less profitable

· There is some relation between common factors in earnings and return variation

Fama and French, 1996, Multifactor explanations of asset pricing anomalies
· Run time-series regressions for decile portfolios based on sorting by E/P, C/P, sales, past returns

· The three-factor model explains all anomalies but one-year momentum effect

· Interpretation of the three-factor model in terms of the underlying portfolios M, S, B, H, and L: spanning tests

· M and B are highly correlated (0.99)

· Excess returns of any three of M, S, H, and L explain the fourth

· Different triplets of the excess returns for M, S, H, and L provide similar results in explaining stock returns

· This is taken as evidence of multifactor ICAPM or APT

Discussion of fundamental factors
· High predictive power

· Dynamic

· Though: data-intensive

· Widely applied:

· Portfolio selection and risk management

· Performance evaluation

· Measuring abnormal returns in event studies

· Estimating the cost of capital

Lectures 10-13. Mutual funds
Open-end mutual funds

· Active vs passive (index) funds

· Obliged to buy/sell shares at NAV

· Net Asset Value = Total Net Assets (TNA) per share

· Part of the fund family (run by one management company)
· Management fee:

· Asset-based: proportional to TNA

· Performance-based: must be symmetric around the benchmark 

MF categories (by Morningstar)

· Broad asset class:

· Domestic: equity vs bond vs money market vs hybrid

· International: foreign, world (global), Europe, Pacific, etc.

· (Stated) investment objective 
· Equity: aggressive growth, growth, growth&income, equity-income, income

· Bond: government, municipal, corporate

· Hybrid: balanced, asset allocation

· (Estimated) investment style: 3x3 matrix

· Equity: large/mid/small-cap – value/blend/growth

· Bond: high/medium/low credit quality – short/intermediate/long duration

Benefits of investing via MF

· Low transaction costs

· Easy way to buy a diversified portfolio

· Customer services

· Liquidity insurance

· Easy transfer across funds within the family

· Professional management

· Selecting right stocks at right time?

· The objective of the research: check the validity of these claims

Research questions
· Why has it become one of the largest financial intermediaries?

· Why are there more mutual funds than stocks?

· How to measure fund performance adjusted for risk?

· Does fund performance persist?

· How do investors choose between funds?

· Which incentives does it give to fund managers?

· How accurately do categories separate funds?
Plan
· Performance evaluation

· Risk-adjusted performance measures
· Absolute vs relative

· Selection vs timing ability

· Unconditional vs conditional

· Return-based vs portfolio-based

· Differential performance

· Performance persistence

· Determinants of performance

· Impact of survivor bias

· Determinants of fund flows

· Non-linear relation to past performance:

· Good vs bad performance

· Recent vs distant performance

· Fund strategic behavior to maximize performance and flows

· Risk-taking

· Window-dressing

· Allocating performance within the family

· Incubator strategies
Performance evaluation
How to measure MF performance?

· Raw return, determined by
· Risk factors

· Factor exposures

· Timing ability: changing beta at right time

· Selectivity (stock-picking) ability
· Choosing right stocks (for same level of risk)
· Risk-adjusted return
· Difference between fund i’s return and benchmark return

· Benchmark: passive portfolio with same risk as fund i
· How to find a right benchmark?

· Return-based approach: estimate based on past returns

· Portfolio-based approach: construct a portfolio of assets similar to those held by the fund

· Relative approach: compare to performance of other funds

Factor models:
· Regression of excess asset returns on (excess) factor returns
Ri,t – RF,t = αi + Σkβi,kFk,t + εt,

· Market model: RMRF

· Fama-French: RMRF, SMB, HML

· Carhart: RMRF, SMB, HML, MOM (1y momentum)
· Elton-Gruber: RMRF, SMB, HML, excess bond index return

· Jensen’s alpha:
· Shows whether fund i outperforms passive portfolio with βi,k invested in factor-mimicking portfolio k and (1-Σkβi,k) invested in risk-free asset
Mean-variance spanning tests:
· Test whether adding K new assets to N old assets leads to the shift of the MV frontier:

· Three cases possible: spanning, intersection, shift

· Regression of new asset returns r (Kx1) on old asset returns R (Nx1):
rt = α + BRt + εt
· Generalized Jensen’s alpha
· Test for intersection:
· There exists η s.t. α-η(lN-BlK)=0

· Where η is zero-beta return for the intersection point

· Test for spanning:
· α=0 and BlK=lN
· All additional assets can be written as portfolio of benchmark assets
Other absolute ordinal measures:

· Sharpe ratio: (E(Ri)-RF)/σi
· Treynor ratio: (E(Ri)-RF)/βi
· Appraisal ratio: αi/σ(ε)i
· Treynor-Black ratio when alpha based on market model

Relative performance measures: 

· Use funds in the same category as a benchmark

· Presumably, they should have similar risk

· Ordinal measures: difference with the mean or median return in the fund’s category

· Cardinal measures: category ranking based on return / alpha / …

· Drawbacks:

· There may be substantial differences in risk within the category

· Survivor bias

· Bad incentives to managers (as in a tournament)
Differential performance
How to measure performance persistence?

· Contingency tables:

· Sort funds by past and current performance

· E.g., 2x2 (above/below median): winner-winner, WL, LW, LL

· Check whether actual frequencies are far from those under the null (25%)
· Examine zero-investment portfolios formed on the basis of past performance
· Sort funds into deciles by last-year return

· Test whether top-bottom portfolio has premium unexplained by factor models
· Cross-sectional regressions of current performance on past performance
Need to control for
· Fund attrition

· Survivor bias
· Cross-correlation in fund returns

· Fewer degrees of freedom will make s.e. larger
· The measurement error (and mean reversion)
· If you measure both current and past performance in the same way
Brown and Goetzmann, 1995, Mutual fund performance persistence
Objective:

· Explore MF performance persistence

· Absolute vs relative benchmarks

· Explicitly model survivor bias

· Disaggregate on the annual basis

Data:

· Monthly returns on common stock funds in 1976-1988

· Including dead funds

· # funds increased from 372 in 1976 to 829 in 1988

· Total assets rose more than 4 times

Average performance:

· Table 2

· VW mean MF return is below S&P500 return by 0.4% p.a., though above index fund

· Dead funds heavily underperform living funds

· EW means exceed VW means

Fund disappearance: termination or merging into another fund

· Table 3, determinants of prob(death)

· Lagged relative return: -

· Lagged relative new money: -

· But insignificant in presence of past performance

· Relative size: -

· Expense ratio: +

· Age: -

Performance persistence:

· Contingency tables:

· Sort funds by performance over the last year and the current year

· Winner/loser = above/below median, 2x2 matrix

· Cross-product ratio: (WW*LL)/(WL*LW)=1 under the null
· Bootstrapping to address fund attrition and cross-correlation:

· Use de-meaned sample of fund monthly returns in 1987-88

· For each year, select N funds without replacement and randomize over time

· Assume that poorest performers after the first year are eliminated

· Repeat 100 times

· Table 4, odds ratio test for raw returns relative to median

· 7 years: significant positive persistence

· 2 years: significant negative persistence

Can persistence be explained by differences in systematic risk?

· Use several risk-adjusted performance measures:

· Jensen’s alpha from the market model

· One-index / three-index appraisal ratio

· To correct for the survivor bias: ex post, positive correlation between alpha or return and idiosyncratic risk

· Style-adjusted return

· Table 6, odds ratio test for risk-adjusted returns relative to median

· Similar results: 5-7 years +, 2 years - persistence

Absolute benchmarks

· Figure 1, frequencies of repeat losers and winners wrt S&P500

· Repeat-losers dominate in the second half of the sample period

· Table 6, odds ratio test for alpha relative to 0

· 5 years +, 2 years - persistence

Investment implications

· Table 7, performance of last-year return octile portfolios

· Past winners perform better than past losers

· Winner-loser portfolio generates significant performance

· Idiosyncratic risk is the highest for past winners

· Winner-loser portfolio return is mostly due to bad performance of persistent losers

Conclusions 

· Past performance is the strongest predictor of fund attrition

· Clear evidence of relative performance persistence

· Performance persistence is strongly dependent on the time period

· Need to find common strategies explaining persistence and reversals

· Additional risk factor(s)

· Conditional approach

· Chasing the winners is a risky strategy

· Selling the losers makes sense

· Why don’t all shareholders of poorly performing funds leave?

· Disadvantaged clientele

· Arbitrageurs can’t short-sell losing MFs!

Carpenter and Lynch, 1999, Survivorship bias and attrition effects in measures of performance persistence
· Simulation analysis of survivor bias in presence of heteroscedasticity in performance

· When attrition depends 

· only on last-year performance: spurious performance persistence magnified

· on performance over several years: reversal in performance 

· Look-ahead bias

Carhart, 1997, On persistence in mutual fund performance
· Survivor-bias free sample

· Examine portfolios ranked by lagged 1-year return

· The four-factor model: RMRF, SMB, HML, and 1-year momentum…

· Explains most of the return unexplained by CAPM…

· Except for underperformance of the worst funds

· Fama-MacBeth cross-sectional regressions of alphas on current fund characteristics:

· Expense ratio, turnover, and load: negative effect

Conditional performance evaluation
Problems with the unconditional approach
· What if β is correlated with the market return?

· If cov(β, RM)>0, the estimated α is downward-biased!

Market timing tests
· Assume that βt = β0 + γf(RM-RF)

· Treynor-Mazuy: linear function, 

f(·) = RM-RF 
· Merton-Henriksson: step function, 
f(·) = I{RM-RF>0}

· γ shows whether fund managers can time the market

· Typical results for an average fund

· Negative alpha: no selection ability
· Negative gamma: no timing ability
Problems with measuring market timing
· Benchmark assets may have option-like characteristics

· Gamma is positive/negative for some stocks

· Managers may have timing ability at higher horizon

· Tests using monthly data have low power of identifying market timing on a daily basis

· Positive covariance between beta and market return could result from using public info

Ferson&Schadt, 1996, Measuring Fund Strategy and Performance in Changing Economic Conditions
Objective:

· Evaluate MF performance using conditional approach

· Both selection and timing ability

· Use dynamic strategies based on public info as a benchmark
· Consistent with SSFE

Data:

· Monthly returns of 67 (mostly equity) funds in 1968-1990

· Instruments (lagged, mean-adjusted):

· 30-day T-bill rate

· Dividend yield

· Term spread

· Default spread

· January dummy

Methodology:

· Conditional market model:

ri,t+1 = αi + βi,t rM,t+1,

· where βi,t = β0i + β’1iZt (+ γif(rM,t+1))

· Zt are instruments

· Estimation by OLS: 

ri,t+1 = αi + (β0i + β’1iZt + γif(rM,t+1)) rM,t+1 + εi,t+1
· Alternative interpretation:

· Unconditional model with managed portfolio returns as additional factors

· Extension: a four-factor model

· Large-cap (S&P-500) and small-cap stock returns, government and corporate bond yields

Results:

· Table 2, conditional vs unconditional CAPM

· Market betas are related to conditional information

· 30-day T-bill rate, dividend yield, and term spread are significant

· Conditional alphas are higher than the unconditional ones

· Table 3, cross-sectional distribution of t-stats for cond. and uncond. alphas

· Unconditional approach: there are more (significantly) negative alphas 

· Conditional approach: # (significantly) negative / positive alphas is similar

· Very similar results for one-factor and four-factor models

· Table 4, conditional vs unconditional market timing model for naïve strategies

· Naïve strategies:

· Start with 65% large-cap, 13% small-cap, 20% gvt bonds, 2% corporate bonds

· Then: buy-and-hold / annual rebalancing / monthly rebalancing (i.e., fixed weights)
· Unconditional approach: positive alpha and negative gamma for buy-and-hold strategy
· Evidence of model misspecification

· Conditional approach: insignificant alpha and gamma

· Tables 5-6, conditional vs unconditional market timing models for actual data

· Conditional approach: the significance of alpha and gamma disappears for all categories but special (concentrating on intl investments)

· Table 7, cross-sectional distribution of t-stats for cond. and uncond. gammas

· Fewer (significantly) negative gammas under the conditional approach

· More (significantly) positive gammas under the conditional approach, esp. for TM model 

Interpretation of the results:

· Slightly better performance under the conditional approach implies that dynamic strategies based on instruments contribute negatively to fund returns. 
· Are these strategies the result of the active policy or mechanical effects?

· The underlying assets may have gammas different from zero
· Yet, we do not observe similar (α,β,γ) patters for the buy-and-hold portfolio

· New money flows to funds increase their cash holdings and lower betas

· Edelen (1999): liquidity-motivated trading lowers both alpha and gamma

Conclusions:

· Conditioning on public information

· Provides additional insights about fund strategies

· Allows to estimate classical performance measures more precisely

· The average MF performance is no longer inferior

· Both selection and timing ability

Bollen and Busse, 2001, On the timing ability of mutual fund managers
· Objective: use daily returns in market timing tests

· Much higher power if managers time the market on a daily basis
· Traditional tests: 

· 40% of funds have positive gamma, 28% have negative gamma
· Cf: 33% +, 5% - based on monthly data

· Compare fund gammas with those for synthetic portfolios:

· 1/3 of funds have positive gamma, 1/3 – negative (relative to synthetic portfolios)

Strategic behavior
The objective function of MF manager:

· Career concerns

· High (low) performance leads to promotion (dismissal)

· High risk increases the probability of dismissal

· Compensation

· Usually proportional to the fund’s size (and flows)

· Convex relation between flows and performance gives strong incentives to win the top performance rankings in the MF tournament

· Calendar-year performance is esp important

· Managers are usually evaluated at the end of the year

· Investors pay more attention to performance over the calendar year 

Chevalier and Ellison, 1997, Risk Taking by Mutual Funds as a Response to Incentives 
Objective:

· Estimate the shape of the flow-performance relationship

· Separately for young and old funds

· Estimate resulting risk-taking incentives

· Examine the actual change in riskiness of funds’ portfolios

· On the basis of portfolio holdings in September and December

Data:

· 449 growth and growth&income funds in 1982-1992

· Monthly returns

· Annual TNA

· Portfolio holdings in September and December

· About 92% of the portfolio matched to CRSP data

· Excluding index, closed, primarily institutional, merged in the current year, high expense ratio (>4%), smallest (TNA<$10 mln) and youngest (age < 2y) funds


The flow-performance relationship

· Flowt = ΔTNAt/TNAt-1 – Rt
· Net relative growth in fund’s assets

· Semi-parametric regression of annual flows on last-year market-adjusted returns:

Flowi,t+1=ΣkγkAgeDkf(Ri,t-RM,t)+ΣkδkAgeDk+α1(Ri,t-1-RM,t-1) +α2(Ri,t-2-RM,t-2)

+α4IndFlowi,t+1+α5ln(TNA)i,t+εi,t+1
· f(Ri,t-RM,t) is a non-parametric function estimated separately for young (2-5y) and old funds 
· Epanechnikov kernel with varying window width

· AgeDk are dummy variables for various age categories
· Fund’s size and growth in total TNA of equity funds are controls

· Figures 1-2, Table 2: flow-performance relationship for young and old funds

· Generally convex shape

· Linearity is rejected, esp for old funds

· The sensitivity of flows to performance is higher for young funds

· Flows rise with lagged performance up to 3 years, current category flows and fall with size

Estimation of risk-taking incentives

· Assume:

· Fees are proportional to the fund’s assets

· Flows occur at the end of the year

· No agency problems between MF companies and their managers 

· In September of year t+1, the increase in expected end-of-year flow due to a change in nonsystematic risk in the last-quarter return:

hk(rsep, σ, Δσ)=E[γk(f(Rsep+u)-f(Rsep+v))]

· After increasing nonsystematic risk by Δσ, the last-quarter return distribution changes from u to v
· Take Δσ=0.5σ
· Figure 3, risk incentives for 2y and 11y funds

· Young funds with high (low) interim performance have an incentive to decrease (increase) risk to lock up the winning position (catch up with top funds)

· The risk incentives are reversed at the extreme performance

· Insignificant pattern for old funds

Actual risk-taking behavior in response to estimated risk incentives

· Cross-sectional regressions of within-year change in risk on risk incentive measure

· Focus on the equity portion of funds’ portfolios (on average, about 90%)
· Risk measures computed based on prior-year daily stock data

· Dependent variable: change between September and December in

· St deviation of the market-adjusted return: ΔSD(Ri-RM)
· Unsystematic risk: ΔSD(Ri-βiRM)
· Systematic risk: Δ|βi-1|

· Independent variables:

· RiskIncentive: hk
· Size: ln(TNA)

· RiskIncentive*ln(TNA)

· September risk level: to control for mean reversion

· Table 4

· The higher risk incentives, the higher actual change in total and unsystematic risk

· This effect becomes less important for larger funds

· No evidence of mean reversion

Actual risk-taking behavior in response to interim performance

· Dependent variable: change between September and December in total risk

· Main independent variable:

· January-September market-adjusted return: Ri,sep-RM,sep
· Assume that change in risk is a piecewise linear function of interim performance

· 2 fitted kink points

· Estimate separately for young and old funds

· Table 5, Figure 4

· Generally negative relation between actual change in total risk and interim performance

· Most slopes and kink points are not significant

· Alternative approach to measure total risk: 

· Using monthly returns: σ(Oct-Dec)-σ(Jan-Sep)
· Very noisy, esp for last quarter (only 3 points!)

· Table 6, Figure 5

· Generally positive (!) relation between actual change in total risk and interim performance

Conclusions:

· The flow-performance relationship is convex

· This generates strategic risk-taking incentives during the year

· Mutual funds seem to respond to these incentives

· The change in fund’s risk (measured via portfolio) is negatively related to its interim performance

· Though contradictory evidence based on return-based approach

Brown, Harlow, and Starks, 1996, Of tournaments and temptations: An analysis of managerial incentives in the mutual fund industry
· Contingency table approach:

· Sort funds by mid-year return and within-year change in total risk

· Risk-adjustment ratio based on monthly returns: σ(7:12)/σ(1:6)
· 2x2 matrix: return/RAR above/below median

· Each cell should have 25% of funds under the null

· Test: χL2=Σi,j(Oi,j-Ei,j)2/Ei,j2 

· Oi,j and Ei,j are observed and expected # funds in cell {i,j}

· L=(K1-1)(K2-1), where K1 and K2 are # rows and columns in the contingency table

· Find 27% frequency of high-return low-RAR funds in 1980-1991

· Support the tournament hypothesis

Busse, 2001, Another look at mutual fund tournaments
· Same contingency table approach using daily and monthly data

· Disaggregate: annual tournaments

· Control for cross-correlation and auto-correlation in fund returns

· Compute p-values from bootstrap

· No significant evidence for the tournament hypothesis!

Summary 
· Many funds hardly follow their stated objectives
· On average, MFs do not earn positive performance adjusted for risk and expenses

· Bad performance persists

· Money flows are concentrated among funds with best performance

· Poorly performing funds are not punished with large outflows

· Funds try to win annual tournaments by adjusting risk

Why use relative rather than absolute flows?





What is the impact of survivor bias on average MF performance?








Demonstrate graphically the bias in α arising from the inconsistent estimation of β.





How to interpret MF performance evaluation in the context of tests of market efficiency?

















Shouldn’t we measure factor risk premiums as excess returns?





Why are the bond factors unsuccessful in explaining cross-variation in stock returns?





How to reconcile the loss of significance by the cross-market factors with previous results?





Which stock portfolios have the largest market cap and the highest # stocks?





Why are there 3 groups for BE/ME and only 2 groups for size?





UPR and UTS are not default and term spread!





How to determine # factors?





What are pros and cons of PC vs. FA?





Does this imply that each stock has a constant beta?





Why apply Fama-MacBeth approach to stocks (rather than portfolios)?





Why is sorting on size alone insufficient?





Why are size breakpoints based on NYSE stocks?





Why can’t form portfolios using current betas?





Why perform tests for portfolios (rather than for individual stocks)?





How to interpret the time-series F-test of CAPM in terms of Sharpe ratios?





Why are ARs auto-correlated?





Which approach is the best for IPOs?





How are random walk hypotheses related to unit root tests?





Why use 3 approaches (autocorrelation, VR, and regression analysis) to test ME?





How to reconcile positive autocorrelations of indices with negative autocorrelations of individual stocks?





What is the relation between VR and autocorrelations?





What is the link between technical analysis and market microstructure?





Why include several days in the event window?





Does rational bubble contradict the fair game property?





Is market efficiency testable?
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